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Cybersecurity Finger-pointing

Regulation vs. Markets for Software Liability,
Information Security, and Insurance

By Clyde Wayne Crews Jr.

The only system which is truly secure is one which is switched off and
unplugged, locked in a titanium lined safe, buried in a concrete bunker,
and is surrounded by nerve gas and very highly paid armed guards.
Even then I wouldn t stake my life on it.!

Computer security expert Gene Spafford

Executive Summary

We face unprecedented information security vulnerabilities
in our hyper-networked, global economy. Leaving the path clear for
private, technical, market, and contractual solutions, and avoiding
governmental mandates that impede contractual liability and insurance
markets, should take priority. Embracing legislation or mandates
can mean locking in collective “solutions” that may be hard to
correct, undermining information security rather than enhancing it.
Policymakers, along with the computing and infrastructure industries,
should think carefully before implementing further federal regulation
over risk allocation.

The principle for cyber-risk allocation, as much as one can be
defined, is that government’s protection function should not overburden
the ability of markets to self-insure or self-protect via technology,
contractual liability and insurance instruments. Although there is not
always a bright line, government must better distinguish between proper
public and private responsibilities in information security, and avoid
dictates that interfere with these private alternatives as technologies
or other conditions change. Interventionist approaches will create
jealousies among players, and lead to a politically driven hodgepodge
of liabilities and immunities. Uncritical government assumption of
responsibility for network and critical infrastructure risks can roll back
progress without contributing to information security, cybersecurity or
even national security.




Mounting calls
are heard for
holding software
makers liable for
security holes and
vulnerabilities.

Introduction: Blame vs. Self-Help

The nuisance of email spam seems to have been the least of our
worries. Our networked, global economy faces irksome information
security vulnerabilities like spyware, denial of service attacks, identity
theft and “phishing.” The proper responses of government and the
private sector to these threats have become issues of vital importance.
While the Bush administration’s National Strategy to Secure
Cyberspace plan did not call for overt regulation, it left the door open
to regulatory options.> Likewise, both the Department of Homeland
Security and Congress have alluded to the possibility of regulatory
interventions to address problems of network and data vulnerability.

Meanwhile, mounting calls are heard for holding software
makers liable for security holes and vulnerabilities. Typical is a software
official cited in Technology Review:

[A] growing number of software engineers believe that
computers have become so essential to daily life that society
will eventually be unwilling to keep giving software firms a
free legal pass. “It’s either going to be a big product liability
suit, or the government will come in and regulate the industry...
Something’s going to give. It won’t be pretty, but once
companies have a gun to their head, they’ll figure out a way to
improve their code.””

Technology Review continued:

Software firms have been able to avoid product liability
litigation partly because software licenses force customers into
arbitration, often on unfavorable terms, and partly because
such lawsuits would be highly technical, which means that
plaintiffs would need to hire costly experts to build their cases.
Nonetheless, critics predict, the lawsuits will eventually come.
And when the costs of litigation go up enough, companies will
be motivated to bulletproof their code. The downside of quality
enforcement through class action lawsuits, of course, is that
groundless litigation can extort undeserved settlements. But...it
just might be a bad idea whose time has come.*

Numerous others see imposing liability on Internet vendors as
the path to resolving cybersecurity woes. A commentator at the SafeNet
2000 security summit proclaimed companies need to be taught a lesson,
via “a major lawsuit” over damages like credit card and hospital patient
database breaches.’ Similarly, entrepreneur Ray Ozzie pondered
the appropriateness of “liability for IT complacency.”® He observed,
“Someday, some shareholder is going to lose quite a bit of money
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because an electronic message was ‘sniffed,” or ‘spoofed.” Someone’s
health or financial records are going to get into the wrong hands. A
design will be compromised; someone will get hurt. And at that point,
network television cameras are going to be focused on a lawyer who’s
asking a company executive, or a government official, ‘Sir, were there
reasonable alternatives at the time?”””’

Some politicians and governmental bodies agree. Echoing a
National Academy of Sciences panel that proposed an end to software
liability exemptions, Rep. Rick Boucher (D-VA) said, “The producers of
software should be responsible for any flaws that the software contains”
and noted the possibility of congressional action.® Even former federal
cyberczar Richard Clarke, while opposing any sort of “cybersecurity
police,” did envision government providing a “backstop” for cyber-
insurance companies and even assisting in the development of actuarial
tables.’

Is the shift in attitude toward holding software makers or online
services liable a positive development, a suitable answer to today’s
security woes? This is a precarious time in software/business history,
and caution is warranted before making such sweeping changes.
Options more suitable and more adaptable than political mandates
do exist, and that flexibility will likely prove even more important as
cyber-hazards grow.

Today’s Contracts, or Tomorrow’s Regulation?

Software is generally governed by “End User License
Agreements” whereby rights are allocated via disclaimers and the users’
clicked “I accept” agreement.!® In that sense, these common provisions
are simply contracts that courts uphold. Monetary losses are typically
governed by such contractual agreements, while physical harm or
property damage would be governed by more general product liability
law. Thus, software isn’t treated entirely differently from physical
products. Software is often sold “as is,” limiting the vendor’s liability,
with few express guarantees made regarding performance or security
or even possible damage to a customer’s computer or operations.
While disclaimers are often criticized with respect to software, such
agreements are common in non-software markets as well.

Of course, the full scope of liability in the online world is
an unresolved issue, which is not altogether surprising given the
many varieties of online transactions that exist, combined with the
relative novelty of universal networking itself. Frontier industries and
services bring vast benefits—along with their share of headaches and
annoyances. An increasingly online customer base will help determine
over time what kinds of security breaches various companies in the
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prove even more
important as cyber-
hazards grow.
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approaches that
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extreme, indemnify
companies from
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technologies fail.

transaction pipeline are accountable for, and ultimately the extent

to which they face liability exposure. Disclosure and other business
practices that emerge can play a role, as can shareholder suits. For
example, according to an ABA Journal analysis, disclosure that
information was compromised might protect a company from potential
liability to shareholders for breach of fiduciary duty when officials were
contractually obligated to maintain confidentiality of that information."!

A set of laws called the Uniform Computer Information
Transaction Act (UCITA), which would have extended certain
additional indemnity to software makers, has been largely abandoned in
the state legislatures given the current pro-liability climate.'> Opposition
to UCITA partly stemmed from the concern that certain hardware
products heavily reliant on software—Ilike automobiles and aircraft and
medical instruments—could try to redefine themselves as software and
gain further liability exemptions.'

Contractually driven approaches that treat liability as an
evolving relationship should prevail over regulatory approaches that
mandate liability, or at the opposite extreme, indemnify companies from
liability when technologies fail. Limitation-of-liability contracts are
commonplace in allocating economic risk, as parties commonly give
up certain rights to sue as a condition of receiving services in many
contexts.' Risk allocation is a complex operation requiring continual
renegotiation in the market, and is not well suited to government
declarations that one party or another should be liable. Intermediate
options exist as well: mandatory arbitration clauses, in response to
uncertainties of legal liability and the courts, are on the rise in numerous
economic sectors, including online services. While long-standing in
fields like stock brokerage contracts, arbitration clauses are finding their
way into onto services like cable TV, cell phones, online retailers, gyms,
auto financing firms, travel agencies and summer camps as well as high-
speed Internet services like those of Comcast and AOL.'

Assuming a software maker isn’t somehow grossly negligent, the
perpetrators are the ones that should be held accountable for damaging
intrusions committed online. One may not enter even an unlocked
house—even assuming some software programs leave the security
“doors” open. Identity theft is illegal, regardless of whether software or
networks are bulletproof, and regardless of whether committed online or
offline. Indeed, information security dilemmas encompass non-Internet
threats, too, such as identity theft via stolen Social Security numbers.
Online victims, whether a company whose network is attacked or an
individual whose identity is stolen, are saddled with the costs as real
as those of a physical break-in. Society adapts to uncertainties and
potential calamities in the offline world (door locks and homeowner’s
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insurance, for example); adaptations with respect to cyber-invasions
include improvements in parallel security technology, as well as
insurance. Online or off, strategies for coping with invasions should be
harmonious, and lean toward holding the actual criminals accountable. The proper response
Indeed, the complex interplay between market-driven expansions of is not to legis late and
insurance and contractual liability is likely to figure prominently in the

: : regulate, but to allow
resolution of cybersecurity concerns.

' _ changes in industry
The proper response is not to leglslgte and regulate, but to norms and pra ctices
allow changes in industry norms and practices to secure the ends that
regulation can only mimic. These changes would entail more than to secure the ends that
technological advances, but contractual ones. For example, firms reliant ~ 7€Z ulation can only
upon secure software might increasingly push to alter the nature of end mimic.
user agreements, thus giving themselves more leeway to sue. Perhaps
even “collusion” on the part of industry software buyers to demand
better terms is in order; this possibility is one reason why avoiding
antitrust interference with industry self-help is important. And favorable
changes in software buyer terms that industry buyers obtain might filter
down to household users, too, making everyone better off. But a market-
driven process of give-and-take is important to the future security
environment.

Legislative Commandments Impede Evolving
Cybersecurity and Liability Standards

Unfortunately, the Internet environment allows one company’s
network to serve as a platform for attacking others. That has created
agitation for governmental intervention, but it also points to an inherent
unfairness in automatically pointing fingers at a software maker or
service provider. “Your security depends on my security,” as an official
at the federally funded CERT Coordination Center put it; “If an intruder
can compromise my network, my network and my systems can be used
to attack yours.”'® Yet even with those hazards, those concerned about
limitation of liability contracts can, and do, demand better software
from companies that are willing to stand behind it, and refuse to deal
with those who do not make guarantees. Buyers do not have to accept
the status quo in terms of end user agreements, but they need not run
to government for relief. If cybersecurity problems are severe, major
customers should increasingly exercise their own “market power” to
demand certain desired software features. Microsoft, for example, is
making changes in its new version of Windows in response to such
security concerns, and other vendors are responding to quality concerns
in similar fashion. Agitation from industry itself will likely be an
increasingly potent driver of cybersecurity.
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Sinc quality improvements and market-driven liability can be
expected to play an increasingly important role, sudden government
liability mandates would be problematic. Government intervention
would complicate the nascent marketplace for advances in contractual
liability and recovery, such as guarantees, “quality of service”
assurances, and cyber-insurance. Proposals for mandated liability also
conflict with the government’s own recent homeland security policies,
which would, in some instances, indemnify vendors from liability in
spite of what markets might prefer. Indeed, the impact of governments’
explicitly absolving some firms from liability in pursuit of certain
homeland security goals arguably should be of more concern than
the fact that liability is contractually limited by marketplace licensing
agreements. Indeed, the distinction between the “security” we typically
. . g oaqe expect the market to provide (like door locks, passwords, and firewalls),
L egls lated liabili ty ang the “protection” grovided( by government Zs part of its national :
decrees would security and police functions are important, but often overlooked. The
also in terfere with centrality of a private-sector role in security innovations ought not
the resolution o f be undermined; insurance and ll?lblllty sta‘indards, in their infancy in

. cyberspace, are tools for bolstering security. Government should allow
more routine non- them to evolve, not legislate them into existence out of well-meant but
security-r elated misguided concerns about national security.

liability issues : . . .
ty Networking, the linking of one’s computer with others, is a

in the computing potentially risky activity with costs as well as benefits—particularly on

world. a non-proprietary network like the Internet. In terms of assigning blame
if things go wrong, there appear to be two basic targets of culpability
at the business level: liability for software makers, and the potential
liability of companies who suffer some breach if their customers
are harmed. (We are setting aside for the moment that a household
end-user may fail to perform upgrades.) Lax security practices can
unquestionably be dangerous; therefore, better security hygiene by
vendors and companies, as well as appropriate professional ethics on
the part of vendors, are critical. Among the enablers of that competitive
market discipline are emerging insurance products that limit how
recklessly companies can behave via audits and premium adjustments
(firms that take more precautions may get lower premiums or a prized
quality certification, for example). Instead of legislative requirements,
appropriate risk allocations should be subject to negotiation, with
industry players free to change terms of contracts regarding liability
over software use and the acceptable operation of networks.

Legislated liability decrees would also interfere with the
resolution of more routine non-security-related liability issues in the
computing world. Software performance glitches often fall outside the
realm of security. Software failures have led to airline crashes, to the
loss of 1999’s Mars Polar Lander, and to a vehicle recall (caused by
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buggy anti-lock brake software).!” Another liability-related issue

involved claims that America Online’s AOL 5.0 software damaged

users’ computers, which—while damage was at issue—is not

the sort of problem that falls within the rubric of cybersecurity.'®
Creating a fertile ground for exploratory liability standards would
be more productive than a lurch toward liability mandates in

the presumed service of information security. That evolutionary
process would prove superior to the rigidity of legislative
commandments holding all software vendors, corporate networks
that fail to patch, or other “villains” statutorily liable. Court
decisions in the case of non-security related failures may be right
or wrong, but they can help lead to the improvement of liability
contracts over time.

Blame and Liability: It’'s Complicated in
Cyberspace

Even if it were appropriate for governments to assign
liability for future cybersecurity breaches, it’s not as simple an
allocation as one might assume. It is often noted that a single
company’s network (or even a homeowner’s computer) can be
used to anonymously launch attacks. The true perpetrator remains
masked.

As cybersecurity’s importance to our information-based
society has grown, the problem of properly allocating liability
sometimes lacks easy answers. The root of today’s problems are
not that business practices have progressed too far down the path
of click-licenses and shrink-wrap agreements, making abrupt
reversal problematic and counterproductive. Rather, on a public
Internet open to everyone, private parties don't always stand
in a position to make comprehensive security guarantees. The
Internet is not a proprietary network on which a given vendor
sets all the terms and can eliminate troublemakers who refuse
to comply. And as more individuals and businesses adopt cable
and DSL broadband (and whatever their successors may be) and
leave computers online 24 hours a day with hard drives exposed
to the world, swarms of computers become subject to hijacking.
Today’s misguided effort to impose liability on corporate America
overlooks the global, public, unregulated peer-to-peer nature of
the Internet that facilitates “borrowing” by anonymous hackers.
Targeting vendors ignores the underlying reality that the trouble
is deliberately caused by troublemakers, rather than software
makers, corporations with a less than bulletproof network, or
ignorant users who allow their computers to become hijacked.

On a public Internet
open to everyone,
private parties dont
always stand in a
position to make
comprehensive
security guarantees.
The Internet is

not a proprietary
network on which

a given vendor

sets all the terms
and can eliminate
troublemakers who
refuse to comply.
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Blaming the
developer of a
repeatedly attacked
piece of software
when it finally
succumbs to such
insults may or may
not be appropriate
in particular cases,
but generally,

the attacker

rather than the
victimized software
maker should be
accountable.

Wired News and other technology sites have spilled a lot of ink
on stories about user-friendly virus-making kits like the VBS Worm
Generator, designed specifically for attacking computers.' Blaming
the developer of a repeatedly attacked piece of software when it finally
succumbs to such insults may or may not be appropriate in particular
cases, but generally, the attacker rather than the victimized software
maker should be accountable. Granted, some code is more secure than
other code. But if a crime akin to breaking and entering has occurred,
then imposing vendor liability—unless specified in contract—seems
both economically and morally questionable. Indeed, some hackers
have a novel perspective regarding other people’s computer files.
Unsuspecting computer users can be monitored by ShareSniffer, for
example, one of many tools that allows users to “sniff” for files on
others’ computers. As the ShareSniffer website told users: “[Y]ou can
use your own Microsoft Windows operating system to navigate other
computers that have been voluntarily shared to the Internet.”* Note
the clever use of the word “voluntarily.” It’s a safe bet that many of the
same agitators for liability on the part of software makers like Microsoft
have themselves “allowed” their computers to become a conduit for
attacks on others by failing to block spyware or a virus.

Given the public, open character of the Internet, mandates for
vendor liability is inappropriate and a diversion, since anyone’s insecure
computer can be used as a platform to attack other networks, and since
mandates do not alter the basic fact that technological advances along
with insurance and risk-allocation instruments are necessary to address
security problems. Microsoft’s Windows is a popular hacker target, and
hackers even get self-righteous, blaming the company for weaknesses
that allow them to succeed. But this is a dubious stance in any venue, as
Money columnist Allen Wastler helpfully notes:*!

“You may not like Microsoft. ...But that doesn’t mean you

have a right to vandalize its products or its service. Or hurt the
people who use those products....I don’t like my commuter train
service. Alternatives exist but are limited. They could make the
rail service better, but they don’t. Does that allow me or anyone
else to exploit holes in the transportation system, which are
many, and screw with the commute? Of course not.”

As it stands, on an anonymous Internet, vendors have
limited control of what end users do. Even if software ships with
vulnerable services or default settings adjusted so that hacker access is
(presumably) prevented, users may alter those settings, or hackers may
even alter them externally (for example, by guessing a password). In a
corporate setting, even if vendors ship software with security features
enabled or provide patches, administrators may not follow through.
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There is a tradeoff between leaving features in software open for

ease of use, and closing those features for security purposes.?> Other
downstream missteps are also beyond the software vendor’s control,
such as accidental exposure of passwords, or selection of passwords
that are too easy for hackers to guess. Clearly, better security practices
by system administrators and home users can make many incursions
impossible, but often in the cybersecurity debate there is a tendency
to blame vendors rather than administrators or users for failing to take
commonsense steps. Regarding proper roles of the marketplace and
government, some experts have rightly noted the need for astute system
administrators rather than interference from federal administrators.?

Clearly software developers can’t control everything others do:
some individual users will never secure their machines or download
each new security update. Software is constantly updated, and its use
is not generally within control of the vendor: where earlier software
versions seems to work well enough, many users won’t bother with
updates. Network administrators sometimes make unauthorized
changes to proprietary software, often as a shortcut or to carry out a
directive from their own bosses.?* Rogue employees with a grudge
could induce a breach undetected, with the blame incorrectly falling on
the software maker. Even installing updates can create problems: issues
raised by new versions of software include negligent or erroneous
installation; conflict with a previously installed feature or setting;
and possible introduction (whether inadvertent or not) of a security
hole.? This is not to argue that there cannot be honest disagreement
over whether there are really flaws in software, or whether it is used
incorrectly; but it is important not to institutionalize a regulatory bias
that always infers that software is at fault. Note also that even where
software vendors are at fault, there would seem to be a responsibility to

Clearly software
developers can't
control everything
others do: some
individual users
will never secure
their machines or
download each
new security
update. Network
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sometimes make

unauthorized changes
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breach. It is important
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a regulatory bias that
always infers that
software is at fault.

mitigate one’s damages: once a user learns of a flaw, one cannot simply
let virus writers do their will and expect to recover from the software
maker.

One might also imagine instances in which hardware makers
could be held accountable for breaches, whether fairly or not. Related
to the risks posed by the peer-to-peer character of the Internet is the
simple fact that devices connected to critical networks change over
time, and can create uninvited havoc for network administrators.
Experts at the 2002 Defcon security conference pointed out the
possibility that numerous hardware components, from game devices to
office printers to a TiVo recorder, can run code harmful to a network.?

Another problem with liability mandates: Whom would one
sue for problems that emerge with open source software? If such
software dominated in, say, the operating system market, or becomes
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If legislators choose
to assign liability,
lobbyists will
inevitably descend
upon Washington,
pointing fingers

at rivals or even
firms that should

be partners in
information security
goals. Apart from
software vendors,
there are many
creative options
about whom else to
regulate.

more prominent in government computer systems, hackers might inflict
serious damage if they redirected their attention to it. Since open source
software is freely available in the public domain and can be altered by
anyone, responsibility for its potential failures is not obvious.

The security outsourcing business, in which firms contract
out their network security monitoring needs to specialists, might be
altered by liability mandates on software developers as well. If liability
is imposed on software developers, that can lessen the incentives for
network monitoring companies to make ironclad guarantees about their
services. They might be tempted to point the finger at the software
maker if something does go wrong, even if they are at fault. Liability
mandates would change the dynamics of this industry, putting it in a
more adversarial stance with respect to software makers.

Adversarial relationships among key players in the information
economy would be an unfortunate development. Occasionally,
assumptions about the security of certain seemingly ironclad techniques
and procedures will turn out to be false. Consider some surprise
vulnerabilities. The email security program Pretty Good Privacy was
found to contain a flaw that would allow an uncomfortable degree
of control of the recipient’s computer, if the sender were inclined
to snoop.?” And a hole was discovered in anonymous Web surfing
technologies by which an interloper might investigate items in the
victim’s browser cache.?® Until this discovery, no one had any reason to
doubt that websites one visited were private. Unexpected vulnerabilities
don’t just occur online: Recently, security professionals were surprised
by a newly revealed vulnerability in door locks that operate on a master
key system, such as an apartment building. (Ironically, the insecurity
was discovered using techniques employed by hackers to penetrate
computer systems.) Researchers devised an approach by which one can
use any given key to create a master.”” When weaknesses are revealed
late in the game in longstanding procedures and technologies roundly
regarded as secure, it’s harder to credit the venom directed at firms
like Microsoft or Oracle or AOL. A cooperative environment in which
the marketplace can rapidly respond should outperform adversarial
regulatory approaches.

Speaking of adversarial stances, imposing liability rather
than permitting it to emerge through experimentation can backfire by
primarily benefiting big companies relative to small ones, and otherwise
can create considerable confusion and disarray. If legislators choose
to assign liability, lobbyists will inevitably descend upon Washington,
pointing fingers at rivals or even firms that should be partners in
information security goals. Apart from software vendors, there are
many creative options about whom else to regulate. Web sites that

10
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experience outages and cause headaches for customers—such as an
online trading service—could be one option; alternatively, the ISP and
backbone providers that support the failed website might be vulnerable
to regulation.>* We could end up with a “Superfund-like” fiasco with all
suing all, including attack victims who unintentionally help propagate
viruses. It’s likely the buck would not stop with software makers, so
who might be next? Companies with insecurely barricaded networks?
The ISPs? Consumers who fail to install firewalls? (Even the home user Unfortu_nately , as the
may not be immune.) Even without deliberately harmful code, there leg islative r esponse 1o
can be plenty of blame to go around. Unfortunately, as the legislative email spam showed,
response to email spam showed, government will act if the industry government will

does no:c‘, even if th@ le’glslatlve'solutlon is no real solutlog at all. The act lf the indus try

urge to “do something” means industry should react as quickly as .

possible, or regulation and a tangle of liability findings could soon does not, even lf the
loom on the horizon, despite the fact that assigning blame to those leg islative solution is
other than criminals is misguided. As Professor Margaret Jane Radin no real solution. The

of Stanford put it, “A court is going to say it is negligent of you not unattainable ideal iSfOI”
to implement preventative measures if they are reasonably effective . . .

and affordable.””' Genuine cybersecurity entails addressing the more it to be Imposs ible, not
fundamental problem of online authentication, the lack of which merely il legal, to break
underlies other controversies such as those over online file-sharing and  jnto a network.

email spam.*? Policymakers should instill cooperation, not blame and

fighting, but market players must respond quickly with new strategies.

In the cyber-liability debate, policymakers should bear in
mind that the Internet is being used for purposes for which it was
not designed. We insist upon using the insecure Internet, demanding
ironclad service, all the while knowing, whether we acknowledge it
or not, that the Internet is inherently insecure. Liability can and will
gropingly emerge in the marketplace even against this perplexing
backdrop. But it is not as simple a matter as having government require
it. Legislatively providing for lawsuits on an Internet that, at present,
is not capable of being secure but designed only for exchanging
data, is a confused step. After all, if one connects a computer to a
network one knows to be insecure (we have never had grounds for
claiming the Internet was otherwise) one may not bear responsibility
for the resulting havoc; but nor can one claim ignorance of the risks.
The unattainable ideal is for it to be impossible, not merely illegal,
to break into a network. In such a scenario, one would expect that
network owners and vendors increasingly adhere—and require
network participants to adhere—to strict security policies. Evolving
standards, such as improvements in authentication, membership
requirements, cooperative network protocols, improvements in network
architecture, biometrics and numerous other technological advances,
can increasingly be ways that industry players and end users internalize
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and control risks and eliminate the “market failures” that many invoke
as justification for security regulation today. Such technical and market
improvements can be prerequisites to the security guarantees that
policymakers and the public would like to see. But the evolution can
not be hastened by law; in a competitive environment, healthy contract-
based innovations to establish liability for lapses—along with better
methods of protection—stand the best chance of being created. Industry
competitive discipline and consumer demand have vital cybersecuirty
roles to play.

The Emergence of Cyber-insurance

Regulations would tend to hold companies or individuals
accountable for things they can’t always control, rather than target the
characters who deliberately engage in sabotage. But, barring negligence,
the offender is not the software vendor or the network operator, but
the hacker. However hackers aren’t always particularly deep-pocketed,
meaning that even if they were caught, it may not help anyone much in
terms of financial recovery.*® Enter cybersecurity insurance.

Insurance markets experienced turmoil after the terrorist attacks
of 2001. Yet recovery, including new cybersecurity products, is at
hand. Following the terrorist attacks, many insurers threatened to drop
property and casualty insurance, and warned of the need for government
intervention to offer backup terrorism insurance to spread risks: In
2002, for example, Liberty Mutual Group CEO Edmund F. Kelly wrote
in the Washington Post, “If there is one essential piece of legislation...it
is the federal terrorism insurance bill.”** M. R. Greenberg, chairman at
the time of American International Group, Inc., said “[T]he insurance
industry does not have the capital to provide adequate insurance
coverage against future acts of war...”**

Legislation was enacted, even though markets did begin to
adjust, as new instruments emerged for what had been unpriced,
unknown risks.*® The problem wasn’t a market failure, as the Cato
Institute pointed out; free market pricing needs to include all relevant
costs and benefits, and after September 11, 2001 the markets were
giving “news we don’t like hearing”: that risks had changed.’” But the
existence of risk is the basis of insurance markets. Business columnist
Holman Jenkins noted in the Wall Street Journal that car accidents,
hurricanes and earthquakes don’t end insurance, they are seen as
reasons to sell more: Indeed, “[T]he industry would be rebelling
against its own gene pool not to take advantage of surging demand and
prices for terrorism coverage.”® Ditto for cyber-insurance. Traditional
insurers have responded to cyber-threats by offering coverage against
hacker intrusions, virus damage, denial-of-service attacks, identity

12
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theft and extortion.*® Visa offers insurance against identity theft to
member banks, which would provide up to $15,000 for cardholders.*°
Some homeowner policies now offer identity theft insurance.*' AIG
eBusiness Risk Solutions, after about three years in the cyber-insurance
business, had issued over 2,000 policies as of October 2002, costing
from $1,000 to hundreds of times that, with most claims arising from
virus damage.** The inadequacy of some traditional insurance policies
might drive new cyber-insurance products. Some companies have
begun acquiring stand-alone “network risk insurance” costing $5,000
to $30,000 annually for $1 million in coverage, rather than acquiring
them within general liability policies.* Other companies offering
various types of cyber-insurance include Chubb and Hiscox (a Lloyd’s
of London affiliate) for protection against data loss, and lost sales.

The Insurance Information Institute has estimated the cybersecurity
insurance market will reach $2 to $3 billion over the next few years.*

As firms are induced to acquire cyber-insurance as a new cost
of doing business, they are seeking to lower those costs by adopting the
latest and most reliable security practices; that’s a good substitute for
government regulation. Essentially, those businesses that fail to adhere
to agreed-upon standards will be denied insurance, forcing a change in
internal security practices. The White House, noting that insurers and
firms worked together to sort out divergent fire safety and electrical
safety standards in the early 1900s, expects businesses to increasingly
seek coverage for data and assets in an evolution that mirrors that
earlier emergence of standards.* Insurance coverage, perhaps obtained
after a security audit to ascertain a company’s network security
status, can protect from data theft, viruses, denial-of-service, Web
site defacement, credit card fraud and cyber-extortion.* The more
precautions companies take, the lower their premiums. For better
rates, companies will need to demonstrate compliance with specified
practices, such as installing software patches, outsourcing security
monitoring and maintaining firewalls. Increasingly, as more broadband
users and companies come online, upstream and downstream firms
will demand cyber-insurance, security outsourcing, or other changes
with respect to security practices. Oracle, for example, as a part of
its security efforts, requires that its component suppliers complete a
checklist to prevent Oracle’s reputation being harmed by a partner’s
mistake.*’

Security expert Bruce Schneier noted several years ago that
computer security is really a branch of the insurance industry:

Eventually, the insurance industry will subsume the computer
security industry. Not that insurance companies will start
marketing security products, but rather that the kind of firewall
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you use—along with the kind of authentication scheme,
operating system and network monitoring device you use—will
be strongly influenced by the constraints of insurance....
Businesses achieve security through insurance. They take the
risks they’re not willing to accept themselves, bundle them up,
and pay someone else to worry about them. If a warehouse is
insured properly, the owner really doesn’t care if it burns down
or not. If he does care, he’s underinsured. Similarly, if a network
is insured properly, the owner won’t care whether it’s hacked

or not... The choice of which OS to use will no longer be 100
percent technical... In this future world, how secure a product is
becomes a real, measurable feature that companies are willing to
pay for...because it saves them money in the long run.*®

Schneier elaborated further in congressional testimony in July
2001. “Concerned about denial-of-service attacks? Get bandwidth
interruption insurance. Concerned about data corruption? Get data
integrity insurance. ... Concerned about negative publicity due to a
widely publicized network attack? Get a rider on your good name
insurance that covers that sort of event. The insurance industry isn’t
offering all of these policies yet, but it is coming.”*

Awareness of security and better professional ethics and
computer hygiene are being impelled by marketplace demands.
Companies don’t want to be put at risk by their partners’ lax security
practices. Thus, the lack of liability insurance may increasingly be
a significant barrier to companies seeking involvement in sensitive
commercial or governmental operations. One can envision insurers
increasingly offering coverage based on levels to which evaluations
or third party audits demonstrate that a company has patched
vulnerabilities (perhaps based on lists like the top ten vulnerabilities
published by Qualys, a company in the business of certifying
networks).>® Marketplace alternatives to cybersecurity regulation would
likely include an assortment of rating systems before converging on
standard practices, but the process is a healthy, necessary one. Security
expert Mark Rasch noted the role of insurers in the process: !

Some insurance companies have already developed
rudimentary underwriting criteria for cyber-insurance—no
firewall, no insurance. And the principles of good security are
no secret. How often is security assessed and tested? Once a
year? Every week? How good is the intrusion prevention-and-
detection technology? What about policies and training? Incident
response plans? Biometric access control for critical systems?
Disaster recovery and business continuation? Standards exist,
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but they must be coordinated and codified in a way that creates
a meaningful ratings system.

Various elements of today’s policy debate can be resolved by the
coordination process of the market. For example, if information sharing
is truly important to reducing risk—consider the debate over whether
or not to publicly disclose breaches, for example—then that too will
ultimately be reflected in premiums.

Other potential criteria for insurance eligibility are numerous.
Policies could emerge based on the fact that most Internet attacks
on companies (around 80 percent) exploit vulnerabilities for which
patches or fixes already exist—and companies, for one reason or
another, have neglected to address them.* Policies might pay only if
those patches were installed. (Again, it seems inappropriate to hold a
software developer liable for a given breach when a patch had been
long available, and insurance markets could reflect that). Mandatory
submission to a network audit could be a requirement for liability
coverage, as contrasted to mandatory network audits required by
legislation. Insurance could also play a role in determining the level of
cyber-training needed, rather than relying on the government-funded
cybersecurity training. It is often noted that users want functionality
and convenience over security; that ethic will likely change, as software
makers, administrators, ISPs, and users respond to the new realities and
seek to qualify for insurance. Even helping trap the invaders may be a
way of qualifying for insurance: more firms are selling “honeypotware”
to Fortune 1000 enterprises and government to bait and trap hackers,
and insurers are requesting that their customers make honeypots a
component of their cybersecurity arsenal.>

In the non-cyber world, the insurance market is rebounding
despite warnings that government would have to serve as insurer of
last resort. The cyber-insurance market is in its infancy but also shows
promise. There will be different liability standards and categories
of insurance for different applications. There will be differences in
software and hardware insurance policies. There will be differences in
insurance products depending upon types of attacks, and upon whether
a company was monitoring for possible attacks, installing patches or
performing other kinds of self-help. Government over-involvement in
cybersecurity and critical infrastructure management could negatively
impact this complex insurance product environment.
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Government Intervention Impedes Cyber-insurance
Innovations

We are on the cusp of addressing a range of security problems
with new innovations, including contractual liability standards and
insurance products. Yet in the post-September 11 environment,
Congress has already engaged in interfering with evolving solutions
by offering “backup” insurance and by explicitly absolving companies
from liability, even though marketplace contracts might better allocate
responsibility and risk. Remarkably, at the same time government is
mulling imposing liability for cybersecurity, it is also enacting liability
exemptions in the broader homeland security realm, by indemnifying
some companies from responsibility when their security related products
fail. But if careful risk allocation is what the marketplace needs,
indemnification is a curious step. The market’s efforts to negotiate
and grapple with cybersecurity threats are complex enough, and are
dependent upon the unimpeded emergence of liability standards and
insurance products.

Like legislative mandates, exemptions must be very carefully
considered given the potential disruptions in the complex, changing
relationships between companies, ISPs, users and other players.
Consider a recent example: in the email spam debate, one major
proposal would have given ISPs the right to sue spammers as well as
immunize the ISP from liability in the event it accidentally blocked
legitimate mail if done in “good faith.” There are legitimate grounds on
which to sue spammers that can be and are pursued without legislation.
But the government ought not simply endorse ISP blockages that
they otherwise would need to defend (or face consequences) while
simultaneously facilitating the blocked party’s potentially being sued.
Such complex issues would best be worked out in the marketplace given
the potential for a non-spammer’s being blocked. Indeed, given today’s
cyber-insecurity, the blocked “spammer” may himself be the victim of
a hacker who hijacks the blocked party’s good name. As noted, such
complexities abound in the cyber-realm, since it is not always obvious
who the bad guys are.

As far as indemnification from liability, new legislation
incorporated into the Homeland Security department bill limits liability
for manufacturers of products related to the fight against terrorism, by
indemnifying them for any losses above insurance levels when their
“security technologies” fail in the event of an attack. Manufacturers
of items like weapon alarms and bomb detectors want the government
to pay if they are sued because of a product failure.>* The measure,
called the SAFETY Act (“Support Anti-Terrorism by Fostering
Effective Technologies”) limits liability of a “qualified anti-terrorism
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technology.”> Above a certain floor provided by insurance, companies
would be shielded from responsibility for product failure. As a
Department of Homeland Security press release put it, “Companies
investing in the development and deployment of qualified anti-
terrorism technologies will be provided with unique protections that
will minimize their risks should they be sued in connection with a
terrorist attack. Without the Act, many companies may not invest

in potential life-saving technologies to protect Americans.”® Time

will tell the extent to which this new intervention will apply to
cybersecurity related products—the new rule includes security services,
an ambiguous term that will surely create uncertainty over who and
what qualifies.’” The Homeland Security director is given the authority
to indicate which technologies will qualify for such a benefit, and he Mark etplace § elf_
has discretion in bestowing immunity. disc ipl ine is all

While companies would be indemnified against attacks and that we have apart

not ordinary failures, the interventions are still worrisome. While it f romp olitical
is a long-standing and reasonable practice that companies providing  discipline and
defer.lse-re.:lated products to the goyemment according Fo dictated regu lation, and it is
specifications should not be held liable for resulting failures, the new
legislation extends this so-called “government-contractor defense” to . .
the ordinary commercial marketplace, in which government-approved mdemmﬁcat on.
terror-defense related products are sold, not to the government, but to 1 ndemm’ﬁcation
the ggneral publjbcl.58 W;lile for ngtiolnal (flfefercllsg p(lllrpos'es ifndern.nity can in te,fere with
may be responsibly and appropriately offered, indemnity for private DI .
Y 0¢ TeSPOTISIDYY #1C appropriale y 0Tered, Y OTPEVAIS - competitive incentives
commercial applications, if they fail against an attack, is something .
new altogether.” to improve products
enough to make valid

security guarantees.

undermined by broad

Marketplace self-discipline is all that we have apart from
political discipline and regulation, and it is undermined by broad
indemnification. Indemnification can interfere with competitive
incentives to improve products enough to make valid security
guarantees. When government subsidization of or intervention into
frontier research takes it out of the realm of private insurability, or
even provides immunity, the effects can be significant. The Price
Andersen Act, which limits the liability of nuclear power plants, has
clearly impacted that industry; it may have helped get the industry off
the ground, but the industry is fully regulated by government. Indeed,
the way cybersecurity is funded, regulated, and insured will clearly
impact safety and the prospects for self-regulation. Risks accompany
substituting government responsibility for private responsibility,
in socializing what may often be ordinary security functions. In
politically managing risk, one removes the incentives (like liability
and contractual agreements) that are needed to keep private companies
in line. Taken too far, government indemnification can mean vibrant
markets in liability and insurance may never emerge.
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Moreover, indemnification’s impact on cybersecurity could
be the opposite of that intended. While indemnification is not a direct
dollar subsidy, it is an indirect one. But there is no straightforward
way to calculate the costs of (perhaps inappropriately) protecting
private companies from the failure of their technologies, or the costs of
preempting what could have been superior contractual arrangements.
But such costs should be on policymakers’ minds. For example, if the
government were to demand distribution of firewall software by ISPs,
then both the ISP and the software vendor might be likely to receive
immunity. Indemnification has also been proposed with regard to
information sharing. But explicit exemption from civil liability for an
attack merely by sharing information about a vulnerable or unprepared
infrastructure can undermine overarching security goals: As one scholar
noted, “If an operator of critical infrastructure knows it can avoid civil
liability for a cyber-terror attack by simply submitting information
regarding the attack to the Homeland Security Department, it will have
less of an economic incentive to invest in preventing future attacks.”®

In defense of indemnity in insurance markets after the terrorist
attacks, Information Technology Association of America’s Harris Miller
said, “The risks involved are so great and so difficult to determine that
insurance companies are refusing to provide the necessary coverage.
Congress must act now to grant risk sharing so that our leading high-
tech companies can get on with the business of protecting the American
people.”®! As one lobbyist in 2002 put it during negotiations over the
indemnification provisions in the homeland security legislation, “This is
the No. 1 issue...It’s where we’re wearing out the shoe leather.”®

But we must not disregard the risks of undermining competitive
incentives. As one scholar noted with respect to the airline bailout
after the September 11 attacks, “airlines don’t have a market incentive
to implement real measures that will significantly enhance security.
They operate on the (plausible) assumption that in the event of another
terrorist attack, they will not have to bear its costs.”® Individuals and
enterprises alike will act in a riskier fashion if they believe the costs of
their actions will be borne by others. Government “insurance” has led to
costly bailouts for federal deposit insurance and federal loan guarantees
to airlines. Such interventions allow risk-taking that would otherwise
be imprudent, meaning they will weaken rather than strengthen
cybersecurity if extended to that realm. Nor is it the case that we won’t
be served in product and service markets if the government doesn’t step
in to indemnify vendors. One example: a company called MSA, which
makes the Response gas mask, has indicated it will continue with the
marketing of its mask even if it does not get SAFETY Act protection:
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“We have been selling products to protect peoples’ health and safety
for 89 years...The SAFETY Act is a nice plus but it doesn’t change
our business model dramatically.”**

Free markets, in cybersecurity as in other pursuits, are needed
to overcome moral hazard problems and reduce risks. There is no
regulatory shortcut to genuine security. Assuring that government
guarantees not hinder and distort private cyber-insurance markets
1s particularly important because the field is in its relative infancy.
Federal indemnification alters incentives of companies to offer more
bulletproof products and software. If government is heavily involved,
then what happens if there is a widespread failure in the event of some
major attack? It’s true that cyber-risks are poorly understood; but also
important is to realize that the market is the only tool for properly
valuing those risks. Yet instead we find the federal government
proposing damage caps on amounts underwriters would bear in the
event of a cyber-attack, as well as premium subsidies.® Such moves
aggravate the problem of holdout—of waiting for legislation to
pass before offering insurance and other improvements. At the very
least, if government is in the business of providing what should be a
commercial insurance service, it ought to charge the going market rate
to prevent driving out private competition.®

Professors William Yurcik and David Doss note some key
remaining concerns surrounding the development of cyber-insurance
markets: (1) the lack of data and audit procedures to quantify risk
and loss potential; (2) the lack of a widely established market base
to spread affordable premiums (3) the fact that post-9/11 worst-case
scenarios are very large; and (4) the fact that insurance is not a priority
of a typical technology company.®’ They note, however, that:

Given that these major insurability problems are not
intractable, cyber-insurance is a viable and attractive market
solution to the software security problem: (1) insurance
companies will facilitate standards for best practices and
insurability in order to develop cyber-insurance products;
(2) pressure on organizations to reduce insurance premiums
provides an incentive to reduce their exposure to software
security liabilities in tangible ways including demand for
security information about products and “safe” software
products themselves; (3) pressure on software companies

to deliver “safe” products to a market demand or assume
liabilities with valid warranties; and (4) pressure on software
engineering practices (requirements, development, and testing)
to improve in order to provide “safe” products and decrease
exposure to warranty claims.®®
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The cybersecurity debate abounds with much talk about
government standards or interventions. As noted above, though,
“standards for best practices and insurability” developed in the market
are within reach. Markets need the opportunity to react, especially given
that government has no special knowledge of how to quantify and assign
cyber-risk. Homeland security is complicated enough without scattering
unnecessary manmade policy landmines across the cyber-landscape. The
offering of security guarantees and insurance should remain competitive
and market-driven. That even means vendors ought to remain free even
to offer software about which they make no guarantees. Markets will
evolve in new ways to enable insurability and the acceptance of liability,
if that’s what customers will pay for. As it stands, software programs
typically have 10 errors or bugs per 1,000 lines of code, a huge amount
in typical million-plus line programs.®® Changing the culture to weed out
errors quickly is simply not possible in the short term. But protecting a
policy climate in which security initiatives, such as insurance and the
third-party certification, can flourish is our best hope for improvement.
Government shouldn’t impose liability, but it shouldn’t take steps that
impede its development either. Nor should it get carried away with
indemnification.

Conclusion

A cybersecurity principle, as much as one can be defined, is that
government’s cybersecurity protection activities should not impede or
burden the ability of markets to self-insure or self protect (unlike the
approach taken with airport security). It is not prudent or safe to take
information security down the regulatory road by mandating liability
or interfering in cyber-insurance markets. Although there isn’t always
a bright line, we must better distinguish between proper public and
private responsibilities in information security. Policymakers must
avoid imposing cybersecurity dictates over essential economic sectors,
especially when those dictates make superior private alternatives
impossible as technologies or conditions change.
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