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        The Case against Social Media Content Regulation 

Reaffirming Congress’ Duty to Protect Online Bias, “Harmful Content,”  
and Dissident Speech from the Administrative State 

By Clyde Wayne Crews, Jr.

Executive Summary 
As repeatedly noted by most defenders of free speech, 
expressing popular opinions never needs protection. 
Rather, it is the commitment to protecting dissident 
expression that is the mark of an open society. On the 
other hand, no one has the right to force people to 
transmit one’s ideas, much less agree with them. 

However, the flouting of these principles is now  
commonplace across the political spectrum.  
Government regulation of media content has recently 
gained currency among politicians and pundits of both 
left and right. In March 2019, for example, President 
Trump issued an executive order directing that  
colleges receiving federal research or education grants 
promote free inquiry. And in May 2020 he issued 
another addressing alleged censorship and bias by  
allegedly monopolistic social media companies. 

In this political environment, policy makers, pressure 
groups, and even some technology sector leaders—
whose enterprises have benefited greatly from free  
expression—are pursuing the imposition of online 
content and speech standards, along with other policies 
that would seriously burden their emerging competitors. 

The current social media debate centers around  
competing interventionist agendas. Conservatives 
want social media titans regulated to remain neutral, 
while liberals tend to want them to eradicate harmful 
content and address other alleged societal ills.  
Meanwhile, some maintain that Internet service 
should be regulated as a public utility. 

Blocking or compelling speech in reaction to  
governmental pressure would not only violate the 
Constitution’s First Amendment—it would require  

immense expansion of constitutionally dubious  
administrative agencies. These agencies would either 
enforce government-affirmed social media and service 
provider deplatforming—the denial to certain speakers 
of the means to communicate their ideas to the public—
or coerce platforms into carrying any message by  
actively policing that practice. When it comes to  
protecting free speech, the brouhaha over social media 
power and bias boils down to one thing: The Internet—
and any future communications platforms—needs 
protection from both the bans on speech sought by the 
left and the forced conservative ride-along speech 
sought by the right. 

In the social media debate, the problem is not that big 
tech’s power is unchecked. Rather, the problem is that 
social media regulation—by either the left or right— 
would make it that way. Like banks, social media  
giants are not too big to fail, but regulation would 
make them that way. 

American values strongly favor a marketplace of  
ideas where debate and civil controversy can thrive. 
Therefore, the creation of new regulatory oversight 
bodies and filing requirements to exile politically  
disfavored opinions on the one hand, and efforts to 
force the inclusion of conservative content on the 
other, should both be rejected. 

Much of the Internet’s spectacular growth can be  
attributed to the immunity from liability for user- 
generated content afforded to social media plat-
forms—and other Internet-enabled services such as 
discussion boards, review and auction sites, and  
commentary sections—by Section 230 of the 1996 
Communications Decency Act. Host takedown or  
retention of undesirable or controversial content by 
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“interactive computer services,” in the Act’s words, 
can be contentious, biased, or mistaken. But Section 
230 does not require neutrality in the treatment of 
user-generated content in exchange for immunity.  
In fact, it explicitly protects non-neutrality, albeit  
exercised in “good faith.” 

Section 230’s broad liability protection represented an 
acceleration of a decades-long trend in courts narrowing 
liability for publishers, republishers, and distributors. 
It is the case that changes have been made to Section 
230, such as with respect to sex trafficking, but 
deeper, riskier change is in the air today, advocated for 
by both Republicans and Democrats. It is possible that 
some content removals may happen in bad faith, or that 
companies violate their own terms of service, but  
addressing those on a case-by-case basis would be a 
more fruitful approach. Section 230 notwithstanding, 
laws addressing misrepresentation or deceptive  
business practices already impose legal discipline  
on companies. 

Regime-changing regulation of dominant tech firms—
whether via imposing online sales taxes, privacy  
mandates, or speech codes—is likely not to discipline 
them, but to make them stronger and more impervious 
to displacement by emerging competitors. 

The vast energy expended on accusing purveyors of 
information, either on mainstream or social media, of 
bias or of inadequate removal of harmful content 
should be redirected toward the development of tools 

that empower users to better customize the content 
they choose to access. 

Existing social media firms want rules they can live 
with—which translates into rules that future social 
networks cannot live with. Government cannot create 
new competitors, but it can prevent their emergence 
by imposing barriers to market entry. 

At risk, too, is the right of political—as opposed to 
commercial—anonymity online. Government has a 
duty to protect dissent, not regulate it, but a casualty of 
regulation would appear to be future dissident platforms. 

The Section 230 special immunity must remain intact 
for others, lest Congress turn social media’s economic 
power into genuine coercive political power. Competing 
biases are preferable to pretended objectivity. Given that 
reality, Congress should acknowledge the inevitable 
presence of bias, protect competition in speech, and 
defend the conditions that would allow future platforms 
and protocols to emerge in service of the public. 

The priority is not that Facebook or Google or any 
other platform should remain politically neutral, but 
that citizens remain free to choose alternatives that 
might emerge and grow with the same Section 230  
exemptions from which the modern online giants have 
long benefited. Policy makers must avoid creating an 
environment in which Internet giants benefit from 
protective regulation that prevents the emergence of 
new competitors in the decentralized infrastructure of 
the marketplace of ideas.



Crews: The Case against Social Media Content Regulation 3

Introduction 
[A]t some level the question of 
what speech should be acceptable 
and what is harmful needs to be 
defined by regulation.1 

—Facebook CEO Mark  
Zuckerberg, to reporters after 
meeting with French President 
Emmanuel Macron in Paris, May 
10, 2019 

Congress shall make no law … 
abridging the freedom of speech, 
or of the press. 

—U.S. Constitution, Amendment I 

As repeatedly noted by most defenders 
of free speech, expressing popular 
opinions never needs protection. Rather, 
it is the commitment to protecting  
dissident expression that is the mark 
of an open society. On the other hand, 
no one has the right to force people to 
transmit one’s ideas, much less agree 
with them. 

However, the flouting of these  
principles is now commonplace across 
the political spectrum. Government 
regulation of media content seemed 
unthinkable not so long ago, yet it  
has recently gained currency among 
politicians and pundits of both left and 
right. In March 2019, for example, 
President Trump issued an executive 
order directing that colleges receiving 
federal research or education grants 
promote free inquiry.2 In May 2020 he 
issued another addressing alleged 
censorship and bias by  

allegedly “monopolistic” social media 
companies.3 

In this political environment, policy 
makers, pressure groups, and even 
some technology sector leaders—
whose enterprises have benefited 
greatly from free expression—are  
pursuing the imposition of online  
content and speech standards, along 
with other policies that would seriously 
burden their emerging competitors. 
Examples of what many wish to  
regulate include political neutrality, 
bias, harmful content, bots, advertising 
practices, privacy standards, election 
“meddling,” and more.4 

The current social media debate boils 
down to competing interventionist 
agendas. Conservatives want social 
media titans regulated to remain  
neutral, while liberals tend to want 
them to eradicate harmful content and 
address other alleged societal ills. 
Meanwhile, Google and Facebook 
now hold that Internet service should 
be regulated as a public utility. 

Either blocking or compelling speech 
in reaction to governmental pressure 
would not only violate the  
Constitution’s First Amendment—it 
would require immense expansion of 
constitutionally dubious administrative 
agencies.5 These agencies would  
either enforce government-affirmed 
social media and service provider  
deplatforming—the denial to certain 
speakers of the means to communicate 
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social media  
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their ideas to the public—or coerce 
platforms into carrying any message by 
actively policing that practice. When it 
comes to protecting free speech, the 
brouhaha over social media power  
and bias boils down to one thing: The 
Internet needs protection from both 
the bans on speech sought by the left 
and the forced conservative ride-along 
speech sought by the right. So do  
future communications platforms. 

As all-encompassing as today’s social 
media platforms seem, they are only a 
snapshot in time, prominent parts of a 
virtually boundless and ever-changing 
Internet and media landscape. The  
Internet represents a transformative 
leap in communications not because of 
top-down rules and codes governing 
acceptable expression, but because it 
has radically expanded broadcast  
freedom to mankind. More is  
published in a day than could formerly 
be produced in months or even years.6 

 

How Public Policy Has  
Protected Online Free Speech 
In the early days of the commercial  
Internet, different moderating policies 
of firms like Prodigy and Compuserve 
raised serious concerns over who could 
be held liable for defamation, libel, 
and other harms: Would the responsible 
party be the host or the person who 
wrote or uploaded the content?7 This 
was a question ultimately resolved by 
Congress rather than the courts. 

Much of the Internet’s spectacular 
growth can be attributed to the  
immunity from liability for user- 
generated content afforded to social 
media platforms—and other Internet-
enabled services such as discussion 
boards, review and auction sites, and 
commentary sections—by Section 230 
of the 1996 Communications Decency 
Act.8 Host takedown or retention of 
undesirable or controversial content 
by “interactive computer services,”  
in the Act’s words, can be contentious, 
biased, or mistaken. But Section 230 
does not require neutrality in the  
treatment of user-generated content in 
exchange for immunity. In fact, it  
explicitly protects non-neutrality,  
albeit exercised in “good faith.” The 
law reads that providers will not be 
held liable for: 

[A]ny action voluntarily taken in 
good faith to restrict access to or 
availability of material that the 
provider or user considers to be 
obscene, lewd, lascivious, filthy, 
excessively violent, harassing,  
or otherwise objectionable, 
whether or not such material is 
constitutionally protected.9 
 

In other words, you can say it, but no 
one is obligated to help you do so.  
Jeff Kosseff, Assistant Professor of 
Cybersecurity Law at the U.S. Naval 
Academy and author of The Twenty-
Six Words that Created the Internet, 
maintains that without Section 230 

The Internet 
needs protection 
from both the  
bans on speech 
sought by the  
left and  
the forced  
conservative  
ride-along  
speech sought  
by the right.
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“the two most likely options for a  
risk-averse platform would be either 
to refrain from proactive moderation 
entirely, and only take down content 
upon receiving a complaint, or not to 
allow any user-generated content.”10 
Similarly, Internet Association  
President Michael Beckerman argues, 
“Eliminating the ability of platforms 
to moderate content would mean a 
world full of 4chans and highly  
curated outlets—but nothing in  
between.”11 (The online message board 
4chan has become infamous for its 
bare-bones moderation and toleration 
of bigoted content.) None are required 
to act in a fair or neutral manner, and 
government cannot require them to  
do so.12 

Section 230’s “broad liability shield 
for online content distributors”— 
in the words of Mercatus Center 
scholars Brent Skorup and Jennifer 
Huddleston—represented an  
acceleration of a decades-long trend  
in courts narrowing liability for  
publishers, republishers, and  
distributors more generally,13 as well 
as a concept of “conduit immunity” 
imparted to intermediaries.14 It is the 
case that changes have been made to 
Section 230, such as with respect to 
sex trafficking.15 But deeper, riskier 
change is in the air today, advocated for 
by both Republicans and Democrats.16 
It is possible that some content  
removals may happen in bad faith, or 
that companies violate their own terms 

of service, but addressing those on a 
case-by-case basis would be a more 
fruitful approach. Section 230 
notwithstanding, laws addressing  
misrepresentation or deceptive business 
practices already expose companies to 
legal discipline. Still, some officials 
have called for using laws barring  
deceptive business practices to charge 
social media platforms with making 
false statements about viewpoint  
neutrality.17 

Regime-changing regulation of  
dominant tech firms—whether via  
imposing online sales taxes,18 privacy 
mandates,19 or speech codes—is likely 
not to discipline them, but to make 
them stronger and more impervious  
to displacement by emerging  
competitors.20 Given the proliferation 
of media competition across platforms 
and online infrastructure, none can be 
considered essential, much less  
monopolistic, as some critics claim. 
However, regulation can backfire and 
turn them into such. For example, 
Facebook CEO Mark Zuckerberg  
acknowledged, in testimony to  
Congress in 2018, that privacy  
regulation would benefit Facebook.21 
That sentiment was reiterated by  
Facebook policy head Richard Allan, 
who favors a “regulatory framework” 
to address disinformation and fake 
news.22 

From a given corporation’s perspective, 
such concessions are strategically more 
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favorable alternatives to the threatened 
corporate breakups, large fines, or even 
personal liability for management.23 
While LinkedIn and Reddit leaders 
have cautioned against social media 
regulation,24 several leading tech  
corporate chiefs—including Apple’s 
Tim Cook, Twitter’s Jack Dorsey, Snap, 
Inc.’s Evan Spiegel, Y Combinator’s 
Sam Altman, and former Instagram 
CEO Kevin Systrom—have expressed 
support for regulating elements of big 
tech, in social media and elsewhere.25 
None has been as prominent and  
unambiguous in support for top-down 
regulation as Facebook’s Zuckerberg, 
who in a March Washington Post  
op-ed called for governments to bar 
certain kinds of “harmful” speech and 
require detailed official reporting  
obligations for tech firms. This  
proposal is in direct conflict with the 
protections of Section 230.26 

Conservatives fixated on social media 
bias are reluctant to appreciate the  
immeasurable benefit they receive 
from Section 230.27 It has never acted 
as a subsidy to anyone, applying 
equally to all—publishers, like  
newspapers, have websites, too. Even 
if biases by some platforms were a 
valid concern, there is no precedent 
for the reach conservatives enjoy 
now.28 Those who complain of bias  
or censorship on YouTube—such as 
Prager University, for example—pay 
nothing for the hosting that can reach 
millions and stand to benefit from 

similar freedom. Just this year, the 
Ninth Circuit Court of Appeals ruled 
that, “[D]espite YouTube’s ubiquity 
and its role as a public-facing platform, 
it remains a private forum, not a public 
forum subject to judicial scrutiny 
under the First Amendment.”29 This 
disintermediation—the rapid erosion 
of the influence of major media  
gatekeepers—has enabled the growth 
of a more diverse landscape, thanks in 
large part to  the collapse of barriers to 
entry,  including cost. 

Most ominously, conservatives fail to 
appreciate the dangers of common 
cause with advocates of content or  
operational regulation on the left. 
Given the ideologically liberal  
near-monoculture at publicly funded  
universities, major newspapers, and 
networks, the vast preexisting  
administrative apparatus in the federal 
government—and in management and 
corporate culture for most of Silicon 
Valley, for that matter—it is the left that 
has more to lose from not regulating the 
Internet as the sole cultural medium 
not largely dominated by liberal  
perspectives. 

Nothing is more fully open to  
independent or dissenting voices than 
then Internet; regulation would change 
that. For that reason alone, 
tomorrow’s conservatives need to rely 
upon  Section 230 immunities more 
than  ever to preserve their voices. Any
expansion of federal agency oversight  
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of Internet content standards stand  
ultimately to be repurposed to the 
aims of the left in the long run. 

Yet, the threat of online speech  
regulation now comes in bipartisan 
clothing. The Deceptive Experiences 
to Online Users Reduction (DETOUR) 
Act (S. 1084), cosponsored by Sens. 
Mark Warner (D-VA) and Deb Fischer 
(R-NE), seeks to address “dark  
patterns” and the alleged tricking of 
users into handing over data.30 Warner 
seeks still broader regulation of tech 
firms including changes to Section 
230,31 but probably will not agree  
with conservatives on what constitutes 
disinformation or valid exercise of  
the civil right of anonymous  
communication.32 

At bottom, neither left nor right now 
defends the right to platform bias. Both 
sides must hit pause, in order to protect 
the right to express controversial  
viewpoints enshrined in the First 
Amendment and affirm the property 
rights of “interactive computer  
services” of today and tomorrow. The 
opponents, superficially in conflict, 
agree in principle that government 
should have the final say. In the wake 
of any bipartisan tech regulation  
“victory,” entrenched unelected  
bureaucrats at Washington regulatory 
agencies will have free rein to define 
“objectivity” as they see fit— highly 
likely to the detriment of  
conservatives and classical liberals. 

Countering the Tech Regulatory 
Campaign of the Right 
Unlike the left and its emphasis  
on culling “harmful content,”  
conservatives seek forced carriage in 
service of political neutrality; they 
want content included, not removed. 
Many on the right insist bias prevails 
and that monopolistic social media 
routinely censor search results and 
user-generated content. To supposedly 
remedy that situation, they would  
alter Section 230’s immunities and  
require objectivity and even official 
certifications of non-bias—to be  
determined by tomorrow’s bureau-
crats. On Twitter, President Donald 
Trump thundered at “the tremendous 
dishonesty, bias, discrimination and 
suppression practiced by certain  
companies. We will not let them get 
away with it much longer.”33 He has 
also expressed a desire to sue social 
media firms.34 

Then in July 2019, Sens. Ted Cruz  
(R-TX) and Josh Hawley (R-MO) 
wrote to the Federal Trade Commission 
(FTC) seeking investigation into how 
major tech companies curate content, 
while —echoing progressive calls for 
regulation—accusing social media of 
being “powerful enough to—at the 
very least—sway elections.” “They 
control the ads we see, the news we 
read, and the information we digest,” 
they complain. “And they actively 
censor some content and amplify other 
content based on algorithms and  
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intentional decisions that are  
completely nontransparent.”35  
Meanwhile, many on the left hold  
the same elitist opinion of people’s 
faculties. Sen. Hawley has now  
introduced several pieces of nanny-
state legislation that should be of  
concern in today’s environment.36 

Lost in all this are the simple facts that 
social media cannot censor and a that 
non-depletable Internet cannot be  
monopolized unless government  
circumscribes it. Control, amplification, 
or content removal by private actors 
are not coercion or censorship, but  
elemental to free speech. Manipulating 
an algorithm is likewise an exercise of 
free speech, even if the July 2019 
White House Social Media Summit 
maintained otherwise.37 Censorship  
requires government force to either 
block or compel speech, and there can 
be no private media monopoly so long 
as there is no government censorship.38 
One has a right to speak, but no one 
exercising that right has a right to 
force others to supply them with a 
Web platform, newspaper, venue, or 
microphone.39 

The Constitution places limits on state 
actors, yet Hawley asserts social 
media must “abide by principles of 
free speech and First Amendment.”40 
These vital principles apply to  
government, not to the population  
generally or to communications  
enabled by private companies.  

Hawley’s own legislation, the Ending 
Support for Internet Censorship Act 
(S. 1914), would limit Section 230  
immunities, deny property rights, 
compel transmission of speech,  
and create a large administrative  
bureaucracy by requiring that a  
“covered company” obtain an  
“immunity certification” from the 
Federal Trade Commission, assuring  
a majority of the unelected  
commissioners every two years that it 
does not moderate content provided 
by others in a politically biased way.41 
In similar spirit, the Stop the  
Censorship Act (H.R. 4027), sponsored 
by Rep. Paul Gosar (R-AZ), would 
limit moderation of “objectionable” 
content.42 These legislative proposals 
are highly problematic. One cannot 
prove a negative. The premise is  
inoperable, susceptible to partisanship, 
and hostile to free speech. 

Discrimination and bias are the 
essence of healthy debate, and  
mandating neutrality by altering  
Section 230—or via any other 
means—would remove the right of 
conservatives to “discriminate” on  
potentially dominant alternative  
platforms that could emerge in coming 
years or decades (just as Google and 
Facebook emerged to displace prior 
leaders). 

But that is not all. Sen. Hawley also 
has set his sights on many tech  
companies’ business model. Hawley 

Control,  
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Like the  
expanding  

universe,  
the healthy  

Internet, with  
all its  

potential,  
remains  

unbounded  
and not  

monopolizable. 
Legislation  

would  
change  

that.

has complained: “These companies 
and others exploit this harvested data 
to build massive profiles on users and 
then rake in hundreds of billions of 
dollars monetizing that data.”43  
Indeed, big tech firms use data in  
extraordinarily sophisticated ways, but 
so do popular conservative media 
sites. The Drudge Report looks like 
1990s vintage, but it sports a  
sophisticated architecture underneath 
the hood.44 Perhaps “information wants 
to be free,” but it also wants to be 
monetized.45 Another Hawley- 
sponsored bill, the Social Media  
Addiction Reduction Technology 
(SMART) Act (S. 2314), would mean 
future conservative platforms could 
not monetize and survive as easily.46 
Specifically, it would require online 
content providers to tread carefully 
over how they write headlines. The 
bill stipulates: 

Not less frequently than once 
every 3 years, the [Federal Trade] 
Commission shall submit to  
Congress a report on the issue  
of internet addiction and the 
processes through which social 
media companies and other  
internet companies, by exploiting 
human psychology and brain 
physiology, interfere with free 
choices of individuals on the  
internet (including with respect to 
the amount of time individuals 
spend online).47 
 

The current antitrust debate is  
inextricably bound with the online 
speech controversy. Yet, concepts like 
“common carrier” and “essential  
facility,” which have been used to  
rationalize regulation, are not applicable 
either to a virtually limitless Internet 
or to its future capabilities.48 Like the 
expanding universe, the healthy  
Internet, with all its potential, remains 
unbounded and not monopolizable. 
Legislation would change that. 

In today’s environment, big tech firms 
should defend the principle of and 
right to bias both for themselves and 
for others, even as they articulate that 
they strive toward some measure of 
objectivity, which can be a selling  
feature. 

 
Competing Biases Are Preferable 
to Pretended Objectivity 
Social media firms deny they are  
biased. Google Vice President Karan 
Bhatia, for example, denies bias in  
content display or search results.49 He 
testified as such in July 2019 to the 
Senate Judiciary Committee, pointing 
to external validating studies.50 Bhatia 
reasonably asserts: “Our users over-
whelmingly trust us to deliver the 
most helpful and reliable information 
out there. Distorting results for  
political purposes would be  
antithetical to our mission and  
contrary to our business interests.”51 
To an unappreciated degree, people’s 
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own online behavior, not externally 
imposed bias, will influence algorithm 
functionality and what they see.52 

Twitter has likewise proclaimed itself 
an “open communications platform.” 
Twitter CEO Jack Dorsey similarly 
claimed, in testimony to Congress in 
2018, that it does not base decisions 
on political ideology.53 In April 2019 
testimony, Twitter Public Policy and 
Philanthropy Director Carlos Monje 
told the Senate Judiciary Committee: 
“We welcome perspectives and insights 
from diverse sources and embrace 
being a platform where the open and 
free exchange of ideas can occur.”54 

Google’s 2018 report “The Good  
Censor,” described in the Senate  
Judiciary hearing as an internal  
assessment and marketing exercise, 
defended “balance,” and “well ordered 
spaces for safety and civility.” These 
are worthy goals, but, as we have 
seen, “censoring” can only be a term 
of art as Google used it in the report 
(and for which it drew avoidable  
criticism).55 In any event, many policy 
makers will never be convinced of 
non-bias. A negative cannot be proven, 
nor can total neutrality be achieved 
given the inevitability of bias in human 
communication.56 Unknown,  
undiscovered, or unrealized emergence 
of bias will likely increase as human 
knowledge increases. Algorithms  
understandably boost content that  
generates likes, shares, and other  
interactions.57 They also undertake the 

error-prone and thankless task of  
looking for and rooting out “toxicity.”58 

The upshot is that Google results can 
never be objective in a way that can 
satisfy everybody, and there is nothing 
wrong with that. Policies will always 
be in flux and there can be vagueness 
and lack of transparency ripe for  
misunderstanding.59 The sole remedy, 
“All search results must appear first,” 
is an absurdity.60 In a fluid environment, 
it is not reasonable to say bias is not 
reflected in decisions made or in  
algorithmic results, but revealed or 
overt bias can be more honest than an 
insincere, pretended objectivity.  
Besides, search has evolved into  
swiping and talking as means of  
interface, which do not always involve 
Google and typing text.61 

In the July Senate hearing, the promise 
extracted from Google to grant access 
to its records on advertisements and 
videos pulled sets a terrible precedent. 
While moves like Facebook’s response 
of appointing Sen. Jon Kyl to lead a 
bias audit62 may yield some helpful 
transparency proposals, they will  
resolve nothing as far as competing 
complaints of bias are concerned.63 
But if conservatives, liberals, or some 
alliance of them triumph in the quest 
for content regulation, that would  
impose control and censorship on 
everyone.64 That is why competing  
biases and algorithms are paramount 
as a matter of principle, whether or 
not bias exists in select circumstances. 
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Some politicians, 
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media firms, and 
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The Danger of Progressive  
Regulation of “Harmful Content” 

“I think a lot of regimes around 
the world would welcome the call 
to shut down political opposition 
on the grounds that it’s harmful 
speech,” 

—Federal Communications  
Commissioner Brendan Carr65 

 

Some politicians, dominant social 
media firms, and activists propose to 
expunge what they see as objectionable 
content online. They point to hate 
speech, disinformation, misinformation, 
and objectionable, harmful, or  
dehumanizing content.66 Since  
“misinformation” can translate into 
“things we disagree with,” this  
inventory can be expected to grow. 
Disagreeable or hateful speech is 
nonetheless constitutionally protected.67 

The leading edge of social media  
regulation consists of a March 2019 
proposal from Facebook founder and 
CEO Mark Zuckerberg and a white 
paper from Sen. Mark Warner entitled, 
“Potential Policy Proposals for  
Regulation of Social Media and  
Technology Firms.” 68 

Zuckerberg asserts, “I believe we need 
a more active role for governments 
and regulators.” He endorses alliances 
with governments around the world to 
police harmful online speech, a move 
that would erect impenetrable global 
barriers to future social media  
alternatives to Facebook. In his March 

2018 Washington Post op-ed, “The  
Internet Needs New Rules,”  
Zuckerberg said:  

Lawmakers often tell me we have 
too much power over speech, and 
frankly I agree. I’ve come to  
believe that we shouldn’t make so 
many important decisions about 
speech on our own. So we’re  
creating an independent body so 
people can appeal our decisions. 
We’re also working with  
governments, including French 
officials, on ensuring the  
effectiveness of content review 
systems. …  
 
One idea is for third-party bodies 
to set standards governing the  
distribution of harmful content 
and measure companies against 
those standards. Regulation could 
set baselines for what’s prohibited 
and require companies to build 
systems for keeping harmful  
content to a bare minimum.69 

 
To date only Facebook has publicly 
called for this degree of engagement 
from governments, but Facebook’s  
influence alone could be enough to 
give it momentum. In any event, such 
government enforcement of  
“community standards” gives  
politicians and bureaucrats veto power 
over critical political speech. While 
Google, Facebook, Twitter, Pinterest, 
and their brethren cannot “censor” as 
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private media and social media plat-
forms, in the Zuckerberg formulation, 
deplatforming will be preordained, 
baked into the ecosystem and  
constraining emergent networks to the 
regulatory vision of “baselines for 
what’s prohibited.”70 Once this path is 
chosen, would a reasonable person  
expect for the forbidden content list to 
shrink or expand over time? And while 
in the U.S. such requirements may be 
ultimately struck down on First 
Amendment grounds, it could take 
years of litigation—and much damage 
to free speech in the meantime—to 
reach that result. 

Zuckerberg’s proposals also would  
inflict painful compliance burdens that 
would severely hobble Facebook’s 
smaller competitors: 

Facebook already publishes  
transparency reports on how  
effectively we’re removing  
harmful content. I believe every 
major internet service should do 
this quarterly, because it’s just as 
important as financial reporting. 
Once we understand the  
prevalence of harmful content,  
we can see which companies are 
improving and where we should 
set the baselines.71 

 
Facebook’s efforts to secure global 
input on content review decisions can 
be admirable so long as the company 
is describing policies it intends to 
adopt for itself.72 But the more  

ambitious campaign to transcend self-
policing is troubling. Having benefited 
from Section 230 immunities in the 
U.S. that boosted it to global stature 
(other firms enjoyed this immunity, 
too), Facebook now is urging speech 
standards and reporting burdens  
imposed on the online companies of 
the future. Such a government  
partnership scheme would go a long 
way toward making the dominance of 
today’s largest social media firms  
permanent. 

It matters not if Facebook were to 
partner with “thoughtful governments 
that have a robust democratic 
process.”73 Free speech in the U.S. is 
not subject to limitation by majority 
vote. Speech is routinely criminalized 
throughout the world, however, by 
these same “robust” democracies.74 
The Brennan Center for Justice has 
noted how political pressure from 
governments has influenced what  
information the public sees—and 
surely will do so again. There is no 
way to know the nature of the internal 
decision process and no judicial  
review of it.75 Removing content at the 
behest of political leaders, subject to 
jail or fine, is a scenario playing out 
worldwide,76 while real voices against 
tyranny get silenced.77 George  
Washington University law professor 
Jonathan Turley deemed France one  
of the greatest global threats to free 
speech.78 Yet, rather than defend free 
expression on principle, Facebook has 

Free speech  
in the U.S. is  
not subject to  
limitation by  
majority vote.
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Private entities 
are incapable  

of censorship, but 
reconfiguring 
them as semi- 
governmental 

oversight bodies 
with ability to 

suppress would 
change that.

-

pledged a partnership with French 
courts against online hate speech and 
to hand over information about its 
users.79 A similar circumstance that 
garnered some criticism has been 
Google’s alleged cooperation with 
Chinese authorities on a censored 
search engine.80 

Social media firms’ yielding to  
authoritarian governments will have 
grave repercussions for expression. 
While Americans’ free speech rights 
are protected by the First Amendment 
to the Constitution, social media  
giants that cooperate with foreign  
governments’ censorship efforts 
threaten free expression even in the 
U.S. In essence, it enables censorious 
governments to export their Internet 
laws globally.81 Ominously, all this 
gives politicians more weapons to 
help them work around the First 
Amendment. 

Similarly, the administrative apparatus 
that some Republicans favor expanding 
to monitor political objectivity  
circumvents constitutional speech  
protections. Private entities are  
incapable of censorship, but  
reconfiguring them as semi- 
governmental oversight bodies with 
ability to suppress would change that. 
Such a move would revoke big tech 
companies’ status as market entities 
and convert them into the “essential” 
facilities they otherwise could never 
be. The pertinent risk, then, may not 
be ill-considered reform of Section 

230 immunities. Rather, regulation or 
laws that “set baselines” could perform 
an end run around Section 230, leading 
to a reformulation of indemnification 
perhaps more powerful for Facebook’s 
new incarnation, but that effectively 
moots much of Section 230 for other 
social platforms. 

Securing compromises and adoption 
of industry standards certified by  
governmental bodies would prevent 
alternative platforms—existing or 
emerging—from being able to facilitate 
the unfettered free expression that 
powered Facebook’s growth. This 
would help Facebook avoid breakup 
and fines and help it maintain its  
dominant position, lest it become the 
next MySpace. The result would be a 
new business model for the biggest of 
big tech, one based on central oversight 
of speech in an environment in which 
Section 230 would be less critical to 
their success. As Vox’s Peter Kafka 
observed: 

[M]aybe the giant platforms are 
now so enormous that they don’t 
need to distribute an infinite 
amount of content anymore—
maybe they could survive by 
bringing in enormous but man-
ageable amounts of content, 
which they could actually review 
before publishing—kind of like a 
media company. This used to be 
an unthinkable thought, and still 
seems to be if you talk to the  
people who run the platforms.  
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But maybe that’s where we are 
headed, like it or not.82 

 
In July 2018, nearly a year before 
Zuckerberg’s declaration, the Columbia 
Journalism Review reported on a 
leaked draft white paper from Sen. 
Mark Warner containing a wide- 
ranging slate of proposals to regulate 
content, speech, and anonymity  
under the justification of combating 
trolls, misinformation, and election  
interference.83 The paper, titled  
“Potential Policy Proposals for  
Regulation of Social Media and  
Technology Firms,” expressed alarm 
that “bots, trolls, click-farms, fake 
pages and groups, ads and algorithm-
gaming can be used to propagate  
political disinformation.”84 Its  
proposed solutions included labeling 
of automated “bot” accounts; limiting 
certain elements of anonymity; placing 
limitations on Section 230 immunity 
for re-uploaded content; liability for 
defamation, false light, and deep 
fakes; and defining certain services  
to be essential facilities.85 

Warner’s proposals, which, as Axios’ 
David McCabe notes, had been “circu-
lated in tech policy circles,”86 did not 
recommend corporate breakup.87  
Sen. Warner later reacted favorably to 
Zuckerberg’s new-rules-for-the- 
Internet manifesto, declaring: 

I’m glad to see that Mr. Zuckerberg 
is finally acknowledging what 

I’ve been saying for past two 
years: The era of the social media 
Wild West is over. … Facebook 
needs to work with Congress to 
pass effective legislative 
guardrails, recognizing that the 
largest platforms, like Facebook, 
are going to need to be subject to 
a higher level of regulation in 
keeping with their enormous 
power.88 
 

Social media companies have guardrails 
now, and competition for authentication 
and anonymity and other competitive 
disciplines can add more of them. It is 
legislation and regulation, not their  
absence, that threaten to remove them 
and undermine one of America’s 
bedrock principles.   

Whether search results or the  
presentation of content by big tech are 
biased or not, suspicion prevails  
because left-of-center perspectives 
prevails at major mainstream  
institutions like print and broadcast 
media editorial management, college 
campuses, and even big tech  
workforces. For example, The  
Washington Post has not endorsed a 
Republican since it began endorsing 
presidential candidates in 1976 (sitting 
out 1988).89 The New York Times has 
not endorsed one since Dwight D. 
Eisenhower.90 So, biases? Yes, but bias 
becomes a public policy issue only 
when government joins efforts to  
regulate content and speech. 

Bias becomes  
a public policy 
issue only when 
government  
joins efforts to 
regulate content 
and speech.
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The Vulnerability of Dissent  
to the “Harmful Content” 
Sledgehammer 
Freedom of expression is paramount. 
There is no political right not to be  
offended. Congress needs to preserve 
the right to express both popular and 
unpopular opinions.91 That requires 
continuing to allow curation that  
protects alternative viewpoints with 
the same immunities Facebook and 
other social media have enjoyed to 
date. That means no compulsory  
participation in Facebook’s “baselines 
for what’s prohibited,” Warner’s “the 
Wild West is over” claim, Hawley’s 
government affirmations of objectivity, 
or whatever other speech control 
schemes emerge in the future. 

This section will mention some  
controversial issues not to take  
positions but to illustrate why people 
must retain rights of expression  
protected from government  
administrators. Positions that were  
unremarkable among liberals a  
generation ago can now lead to career 
loss, even for CEOs.92 These include 
the opposition to illegal immigration 
of former President Barack Obama 
and Sen. Charles Schumer (D-NY),93 
the opposition to birthright citizenship 
of former Sen. Harry Reid (D-NV),94 
or Obama’s former opposition to gay 
marriage.95 

Political correctness can have grave 
implications when moving from  

voluntary settings to a legally  
enforced regime. Such a regime could 
come about in unexpected ways. For 
instance, the Change the Terms  
Coalition—a grouping of mostly  
progressive organizations that includes 
the Center for American Progress, 
Southern Poverty Law Center, and 
others—declares: 

While some companies are taking 
steps in the right direction to  
reduce hateful activities online, 
anti-hate provisions in most  
companies’ terms of service are 
not enough. To ensure that  
companies are doing their part to 
help combat hateful conduct on 
their platforms, organizations in 
this campaign will track the 
progress of major tech  
companies—especially social 
media platforms—to adopt and 
implement these model corporate 
policies.96 
 

To be fair, the petition itself expresses 
concern over government involvement 
in speech that historically  
“disproportionately silenced activists 
and minorities” and acknowledges that 
hate crimes are already illegal.97  
However, the coalition holds that, while 
the First Amendment protects even 
hate speech,  

[O]utside the United States, 
speech laws vary wildly from one 
country to another. It is preferable 
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to develop a set of policies that 
major tech companies can apply 
globally so that hateful actors 
cannot launder their activity by 
routing their traffic through a  
different jurisdiction.98 
 

The concern here is that the laundering 
will wash out in the opposite direction, 
cleansing even non-hate speech. Like 
Facebook’s own “baseline” principles 
and other promises regarding harmful 
content, which Change the Terms  
argues do not go far enough,99 the 
policies can be admirable, but they can 
also be myopic and beholden to one 
viewpoint.100 “Hateful activities”  
defined by liberals are far from the only 
objectionable phenomena online.101 

This is why Congress has to be  
uncompromising in protecting clashing 
viewpoints from “cancel culture.” Sen. 
Ben Sasse (R-NE) stressed in a 2018 
exchange with Zuckerberg that 
“[a]dults need to engage in vigorous 
debates”102 over controversial issues 
like late-term abortion without being 
flagged as haters. Yet even in April 
2019, Twitter and Facebook officials 
could not assure senators that certain 
remarks by Mother Teresa on abortion 
did not constitute hate speech.103 The 
freedom to engage such matters  
does not have to be supported by  
corporations such as Facebook or 
Twitter, of course, but somewhere. In 
the 2018 hearing, Zuckerberg himself 
struggled to define hate speech 

clearly.104 In 2019, Facebook’s own 
new Civil Rights Audit took up the 
task. Among other declarations, hate 
speech is defined there: 

… as a direct attack on people 
based on “protected characteris-
tics”—race, ethnicity, national  
origin, religious affiliation, sexual 
orientation, caste, sex, gender, 
gender identity, and serious  
disease or disability. Facebook 
also provides some, but not all,  
of the same protections for  
immigration status. An “attack” 
for hate speech purposes is  
defined as violent or dehumanizing 
speech, statements of inferiority, 
expressions of contempt or  
disgust, or calls for exclusion or 
segregation.105 
 

Again, such anti-harmful-speech  
principles may be unimpeachable as 
internal corporate policy, but that 
changes when a firm like Facebook 
cooperates with governments, including 
in turning over user information. The 
“speech laws” that the Change the 
Terms Coalition notes “vary wildly 
from one country to another” include 
those of China, Russia, and myriad 
other illiberal regimes. 

A report commissioned by Google and 
conducted by a team led by former 
Arizona Republican Sen. John Kyl,  
intended to address conservative  
criticisms of bias by the company,  

Anti-harmful-
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appeared to highlight concerns with 
how motives would be ascribed to 
some and not others by Facebook’s 
hate speech policy. 

[I]nterviewees’ concerns stemmed 
both from the notion of having a 
“hate speech” policy in the first 
place and from unfair labeling of 
certain speech as “hate speech.” …
The term “hate speech” is itself 
controversial, insofar as it may 
incorrectly ascribe motive in 
many cases.106

The arbiters ascribing hate to others 
are themselves agenda-driven and can 
have credibility problems of their 
own.107 For example, the Kyl report 
noted that, “Many conservatives view 
the SPLC [Southern Poverty Law 
Center, a member of the Change the 
Terms Coalition] as an extreme  
organization intent on defaming  
conservatives.”108 Should today’s  
expanding inventory of “protected 
characteristics” policies become  
incorporated into compulsory  
“baselines for what’s prohibited and ... 
systems for keeping harmful content 
to a bare minimum,” much can deemed 
off-limits that deserves debate. 

Conservatives have their view of what 
counts as extremism and liberals have 
theirs. Therefore, especially in so 
tense an environment, there need to be 
fora to talk about the most polarizing 
of issues. David Thunder, a professor 

at the Institute for Culture and Society 
at the University of Navarra in  
Pamplona, Spain, wrote of the need 
for leeway in discussion: 

[M]any forms of offensive speech
are not black and white. For
instance, speech that contests
dominant narratives about
political and social authority, law,
marriage, gender, religion or
national identity may be deeply
unpopular and offensive to many,
yet offer intelligent critiques of
conventional wisdom and not
constitute any genuine incitement
to hatred or violence.109

For instance, calls for slavery  
reparations—redistributing assets 
from one group to another based on 
race—are unlikely to draw ire from 
establishment press outlets, while  
opposing them could well be deemed 
“harmful.”110 Again the intent here is 
not to defend or excoriate particular 
speech, harmful or otherwise. Rather, 
it is to demonstrate that the tenor of 
today’s “harmful content” campaigns 
tend toward affirmation of progressive 
ideologies.111 Those assuming they are 
not in the left’s crosshairs as spewing 
“harmful content” might note that 
some progressive commentators have 
even denounced classical liberalism as 
an authoritarian and racist doctrine.112 
The above reservations are meant to 
illustrate why administrative agencies 
should not be allowed anywhere near 

Conservatives 
have their view  
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Administrative 
agencies should 
not be allowed 
anywhere near  
the Internet’s  
volume knob, 
much less its  
off button.

the Internet’s volume knob, much less 
its off button. 

A Thought Experiment: Socialist 
Advocacy as “Harmful” Speech 
The media often refer to “incitement” 
as a phenomenon largely of the  
political right. Yet, the violence  
committed by actual socialist regimes 
to coerce human beings into  
participating in utopian schemes has 
been plain sight for decades, but  
concern about socialist advocacy is 
absent in the appeals from Warner, 
Zuckerberg, or Change the Terms. 113 

To illustrate, consider the following 
thought experiment. As the noted  
Austrian economist Ludwig von Mises 
noted, in his classic 1944 work,  
Bureaucracy: 

The champions of socialism call 
themselves progressives, but they 
recommend a system which is 
characterized by rigid observance 
of routine and by a resistance to 
every kind of improvement.  
They call themselves liberals, but 
they are intent upon abolishing 
liberty. They call themselves  
democrats, but they yearn for  
dictatorship. They call themselves 
revolutionaries, but they want to 
make the government omnipotent. 
They promise the blessings of the 
Garden of Eden, but they plan to 
transform the world into a gigantic 
post office. Every man but one a 

subordinate clerk in a bureau.114 

Given socialism’s grim historical 
record, it would not be too far-fetched 
for a content regulation authority  
to flag socialist advocacy as  
“misinformation” or “harmful.”  

For example, take the Green New Deal. 
If fully implemented, it would cause 
untold hardship for millions and  
bring much of the economy under 
Washington’s control.115 A chief  
architect of the proposal, Saikat 
Chakrabarti, chief of staff to Rep. 
Alexandria Ocasio-Cortez (D-NY), 
acknowldedged that the Green New 
Deal “wasn’t originally a climate thing 
at all.” Rather, he added, “we really 
think of it as a how-do-you-change-
the-entire-economy thing.”116 The costs 
for such a transformation would be 
enormous. Yet, no one is calling to shut 
down debate on the Green New Deal. 

Imagine if Zuckerberg were  
specifically referencing socialism 
when he proclaimed at Facebook’s 
2019 F8 Developer Conference: 

We’re taking a more proactive 
role in making sure that all of our 
partners and developers use our 
services for good. ... We’re very 
focused on making sure that our 
recommendations and discovery 
services aren’t highlighting 
groups or people who are  
repeatedly sharing misinformation 
or harmful content and we’re 
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working hard to completely  
remove groups if they exist  
primarily to violate our policies  
or do things that are dangerous.” 
[Emphasis added]117 
 

Obviously, we do not advocate  
removal of harmful socialist content. 
We merely observe the glaring  
contradiction that socialism, even with 
its dismal track record, is not targeted 
for removal in any content moderation 
formulation. 

 

The Right’s Misguided Call to 
Compel “Unbiased” Speech 
Both the left’s banned speech and the 
right’s compelled speech agendas 
would require a substantial government 
apparatus to oversee them. The right’s 
concern is the left’s dominance of  
discourse, but as the preceding section 
makes clear, treating Facebook, Google, 
Twitter and the like as monopolies or 
common carriers in need of FTC  
regulation and reporting duties would 
make the problem worse. Efforts to 
certify “objectivity” will neither  
protect the public nor safeguard  
conservative speech. Instead, it will 
deliver the Internet into the  
administrative state’s clutches. If 
today’s upset conservatives prevail  
in their quest for social media  
regulation, they will have helped erect 
a permanent machinery to police  
online speech that they are in no  

foreseeable circumstance likely to  
control (not that anyone should). 

Arbitrary thresholds at which  
regulation kicks into effect and  
becomes binding are also troubling. A 
company eligible for Hawley’s FTC 
objectivity certification is one with 
more than 30 million active monthly 
users in the U.S. or 300 million  
worldwide, or with more than $500 
million in global annual revenue. Other 
elements of Hawley’s legislative 
agenda, such as the SMART Act’s  
burdensome reporting requirements, 
would also balloon the federal  
bureaucracy. 

The damage is compounded by the  
bipartisan Designing Accounting  
Safeguards to Help Broaden  
Oversight and Regulations on Data 
(DASHBOARD) Act (S.1951),  
sponsored by Sens. Warner and  
Hawley. It would require a  
“commercial data operator”—defined 
as an entity that “(A) generates a  
material amount of revenue from the 
use, collection, processing, sale, or 
sharing of the user data; and (B) has 
more than 100,000,000 unique monthly 
visitors or users in the United States 
for a majority of months during the 
previous 1-year period”—to:  

•  At least every 90 days, “provide 
each user of the commercial 
data operator with an assessment 
of the economic value that the 
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commercial data operator 
places on the data of that user;” 

•  Describe the types of data  
collected and any tangential 
uses of it; and  

•  Observe newly imposed limits 
on data retention and the ability 
to delete it.118 

 
These invasive requirements represent 
a major potential incursion into online 
speech. The Competitive Enterprise 
Institute’s Patrick Hedger observes 
that the bill is “vague, arbitrary, picks 
winners and losers, delegates too 
much power to agencies, and inserts 
government into an area where  
markets are working just fine.119 

The Federal Trade Commission would 
enforce that, while the Securities and 
Exchange Commission would oversee 
annual or quarterly filings (parallel to 
financial filings) related to the value of 
aggregate data, as well as develop the 
accounting schemes to facilitate said 
filing. With so much “administering” 
being sought by Republicans, the  
Federal Communications Commission 
(FCC) will seek a piece of the action, 
once the tenure of deregulatory-
minded chairman Ajit Pai ends. And 
sure enough, a  proposed Trump social 
media executive order obtained by 
CNN affirmed that FCC would have a 
role.120 At that point, the Department 
of Justice would become involved in 
social media regulation. Perhaps more 

agencies will, too, as many of them 
have civil rights offices. 

Despite superficial differences, the 
common denominator of the ostensibly 
opposing demands from left and right 
on social media is their calls to  
concentrate more power in federal  
administrative agencies. Each bit of 
technology regulation that  
conservatives support expands the  
arbitrary administrative state they 
claim to oppose. They may wish to 
abolish the Consumer Financial  
protection Bureau, but they will open 
a Consumer Data Protection Bureau, 
perhaps in the same luxurious offices. 
Over time, the window of what counts 
as “political unbiased content  
moderation by covered companies” 
good enough for an “immunity  
certification from the Federal Trade 
Commission” will lead to real  
suppression of conservative ideas. No 
coordination, collusion, or conspiracy 
is needed for this result to emerge. As 
the Hoover Institution’s John 
Cochrane notes:  

When vast majorities of the  
bureaucracy belong to one  
political party, when government 
employee unions funnel unwitting 
contributions to candidates of that 
party, and when strong ideological 
currents link decisions across 
agencies, explicit cooperation is 
less necessary.121 
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Whether a Zuckerberg, Warner, or 
Hawley lights the fuse, an  
administrative apparatus to oversee 
speech will increase the size of  
government and thereby undermine 
individual liberty, free speech, private 
property rights, and other institutions 
of liberty. 

 

Property Rights and Non- 
Depletable Cyberspace: “Media,” 
Including Social Media, Is Plural 
In February 2007, The Guardian ran 
the headline, “Will MySpace Ever 
Lose Its Monopoly?”122 Years later, 
younger folks have abandoned  
Facebook, while growth continues 
among older users.123 Big tech cannot 
stop anyone from reaching anyone 
else and sharing ideas. 

Facebook as an entity is a singular  
social medium. Twitter is also a social 
medium. Displaced transitory giants 
like MySpace and America Online 
were singular. Social media, though, is 
a plural concept. Social media trends 
fluctuate; communications media  
options are potentially boundless. In 
the frenzy of the content moderation 
debate, we often forget that Facebook 
and Google are the gauzy film atop 
the deeper actual Internet. One can be 
a “never Googler”—as the rapid 
growth of the privacy-protecting search 
engine DuckDuckGo124 indicates—and 

presumably a “never YouTuber.”125 We 
are likely to witness the emergence of 
larger, decentralized online companies 
not envisioned today.126 

Still further, media need not be “social” 
to be mass; alternative non-social 
media on the right, like the Drudge 
Report, Daily Caller, Breitbart, and 
other right-leaning reporting and talk 
radio remain formidable as sources of 
information. Semi-social conduits 
such as comment sections in news  
articles may exceed some social media 
platforms in reach.127 

With respect to its very limited role in 
Internet governance, the core public 
policy duty for Congress is to foster 
the creation and expansion of private 
property rights and communications 
wealth on existing and future platforms 
and in the coding that enables them.128 
Conservatives who turn their backs on 
private property rights in social media 
disputes over bias will render  
themselves defenseless against leftist 
resistance to property rights in more 
complicated policy settings.  
Conservatives committed the same 
error by endorsing net neutrality  
legislation to ban “blocking” and 
“throttling.”129 Such yielding on core 
principles on relatively “easy” matters 
makes the expansion of the institutions 
of liberty far more difficult. 
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Government Regulation Can  
Absolve Social Media Companies 
of Responsibility and Preempt 
Consumer Self-Help 
Consumers possess the power,  
wherewithal, and user tools to protect 
themselves from harmful content as 
well as to create it. Users customize and 
filter what they see, deliberately or by 
habit, and can use tools like Google’s 
SafeSearch or Twitter’s Quality Filter. 
They are the innovators on gaming 
platforms. The ultimate user tool is the 
ability to not listen or participate. 

Regulation, by contrast, can worsen 
outcomes by passing the buck of 
seemingly intractable content  
moderation problems, while  
entrenching the dominant positions of 
big tech’s current major players.130 
That is, some leading social media 
would love to be relieved of the grief 
it gets from both left and right. As 
Mark Jamison of the American  
Enterprise Institute notes: 

Facebook headaches would  
become somebody else’s  
problem. By effectively handing 
the policing of “harmful content” 
over to an independent oversight 
group and governments, the  
plan would rid Facebook of  
responsibility for user-provided 
content.131 
 

Regulation will preempt private  
efforts to develop sophisiticated user 
tools and databases. Mistakes will be 
made, but much will be learned from 
them.132 Policy makers should remain 
at arms’ length. One-size-fits-all  
“solutions” for the supposed problems 
bedeviling big tech will prevent the 
evolution and competition that need to  
happen among platforms. Options for 
degrees of openness, insularity,  
authentication, and third-party  
moderation can emerge and benefit  
the public. The potentialities are 
boundless, and too little recognized  
in today’s debate. 

Again, the emphasis here is media, not 
medium. The social media giants are 
not the Internet, but a proprietary 
sliver of it that happens to have been 
gathered into a pile in the early 21st 

century. Neither censorship,  
handholding, nor administratively  
determined “objectivity” are sound 
policy as consumers decide whether to 
continue to embrace traditional social 
media, warts and all, or to move  
instead toward as-yet-unknown  
options and resolutions on a limitless 
medium. It makes the most sense for 
policy makers and the public to assume 
biases of one sort or another, for those 
to be dealt with accordingly by  
critically thinking adults on both the 
service and user sides, and to revel in 

The social  
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the new forms of wealth and customer 
welfare afforded by them. 

Conclusion 
In the social media debate, the problem 
is not that big tech’s power is 
unchecked. Rather, the problem is that 
social media regulation by either the 
left or right would make it that way. 
Zuckerberg’s speech controls and 
Hawley’s ostensibly opposite  
compelled speech both lead to bigger 
government lording over Internet  
platforms, complete with onerous  
filings to agencies and other burdens. 
Like banks, social media giants are 
not too big to fail, but regulation 
would make them that way. 

American values strongly favor a  
marketplace of ideas where debate and 
civil controversy can thrive. By  
contrast, attempts by tech companies 
uniting with the government to create 
new regulatory oversight bodies and 
filing requirements to exile politically 
disfavored opinions on the one hand, 
and force the inclusion of conservative 
content on the other, should both be 
rejected. 

The vast energy expended on accusing 
purveyors of information, either on 
mainstream or social media, of bias  
or of inadequate removal of harmful 
content should be redirected toward 
protecting the right for future platforms 
to be biased in any direction, and  

toward fostering the development of 
tools that can empower users to better  
customize the content they choose to 
access. 

Existing social media firms want rules 
they can live with—which translates 
into rules that future social networks 
cannot live with. Government cannot 
create new competitors, but it can  
prevent their emergence by imposing 
barriers to market entry. 

At risk, too, is the right of political—
as opposed to commercial—anonymity  
online.133 Government has a duty to 
protect dissent, not regulate it, but a 
casualty of regulation would appear  
to be future conservative-leaning  
platforms. 

Mark Zuckerberg remarked about  
content decisions, “[I]f we were  
starting from scratch, we wouldn’t ask 
companies to make these judgments 
alone.”134 That is exactly what both 
tech firms and policy makers should 
do. Operating as a free platform for 
expression is what made Facebook the 
giant it is today. Facebook is a large 
presence in commercial and political 
speech in a major medium where it  
remains free.  

The Section 230 special immunity must 
remain intact for others, lest Congress 
turn social media’s mere economic 
power into genuine coercive political 
power. Were Congress to impose  

Government  
cannot create  

new competitors, 
but it can  

prevent their 
emergence by  

imposing  
barriers to  

market entry.
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social media content, tomorrow’s threat 
to expression will be government’s  
biases and policy “algorithms.” 

Competing biases are preferable to 
pretended objectivity. Congress should 
reject policies such as those such as 
those proposed by Zuckerberg,  
Hawley, and Warner—who may be  
not such strange bedfellows after 
all.135 Instead, lawmakers should  
acknowledge the inevitable presence 
of bias, protect competition in speech, 
and defend the conditions that would 
allow future platforms and protocols 
to emerge in service of the public. 

The priority is not that Facebook or 
Google or any other platform should 
remain politically neutral, but that  
citizens remain free to choose  
alternatives that might emerge and 
grow with the same Section 230  
exemptions from which the modern 
online giants have long benefited.  
Policy makers must avoid creating an 
environment in which Internet giants 
benefit from protective regulation,  
reporting requirements, and thresholds 
that prevent the emergence of new 
competitors in the decentralized  
infrastructure of the marketplace of 
ideas.
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