Strategies to Improve the National Artificial Intelligence Research and Development Strategic Plan

By Ryan Nabil*

Few policy issues are as crucial to the future of U.S. national security and global economic competitiveness as the development of artificial intelligence (AI) and AI-enabled emerging technologies. Artificial intelligence innovation promises to bring considerable consumer benefits in sectors as diverse as finance, legal services, retail and e-commerce, and health care and medical technology. Accordingly, successive U.S. administrations have recognized the need to create a more favorable research environment that enables greater AI innovation in such fields.¹

The White House Office of Science and Technology Policy (OSTP)—in collaboration with the National Science and Technology Council (NSTC) and the National AI Initiative Office—in October 2016 developed the National AI Research and Development (R&D) Strategic Plan, which was subsequently updated in June 2019.² As the U.S. government seeks to recalibrate the country’s AI research strategy, it has an opportunity to strengthen America’s position as a global center of AI innovation.³ To accomplish that goal, several reforms are needed to the U.S. government’s current approach toward artificial intelligence research and development.

Specifically, the National AI R&D Strategic Plan would benefit from updates in five areas.

First, while the strategic plan recognizes the essential role of the private sector in promoting AI innovation, it needs to provide more concrete steps to engage the private sector in AI research and development projects.

Second, to ensure that taxpayer dollars are utilized effectively, the AI strategic plan should propose a framework to track and evaluate the effectiveness of federal R&D spending and grants to various recipients in different AI subdisciplines.

Third, the national strategic plan would benefit from a fuller understanding of other countries’ AI R&D strategies, which could help the U.S. government allocate federal research grants more effectively. To that end, developing mechanisms to monitor rapidly evolving AI-related laws and regulatory frameworks in foreign jurisdictions could help American lawmakers and regulators capitalize on other countries’ successes and avoid potential regulatory mistakes.
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Fourth, as proposed in the national AI strategy, developing shared AI data sets for public use can help strengthen AI research and innovation at academic institutions and in the private sector.

Fifth, the National AI R&D Strategic Plan should propose a federal AI regulatory sandbox program—to incentivize the private sector and research institutions to play a more important role in AI research. By allowing companies and academic institutions to test innovative AI systems and AI-enabled technologies for a limited time, a federal sandbox can help promote innovation, enhance regulatory understanding of AI, and help craft innovation-friendly regulatory frameworks and technical standards for artificial intelligence.

The National AI R&D Strategic Plan Needs to Better Engage the Private Sector. The private sector and academic institutions play a crucial role in the development of AI technologies. Given that reality, a successful AI strategy needs to closely engage technology companies, startups, and research institutions.

The 2019 National AI R&D Strategic Plan recognizes the private sector’s essential role in developing artificial intelligence technologies and provides several recommendations to enhance public-private collaboration. For instance, it proposes creating joint public-private collaboration, increasing the availability of public data sets, and expanding AI training and fellowship opportunities to meet workforce R&D needs. The strategy would benefit from a greater emphasis on engaging the private sector and academic institutions in promoting AI innovation, for example, by creating a federal artificial intelligence regulatory sandbox program, as discussed below.

Developing Mechanisms to Track and Evaluate Artificial Intelligence R&D Spending. Greater transparency and more precise information about federal AI spending and its impact on innovation within different AI subdisciplines can help policy makers allocate R&D resources more effectively. However, despite the growth in federal spending on AI-related research and development, there appears to be a scarcity of efforts in tracking how this money is spent and how it might impact AI innovation.

Therefore, the National AI R&D Strategic Plan should propose a framework to better track the allocation and impact of AI-related research and development projects across federal agencies, research institutions, companies, and other recipients of federal AI R&D grants. Collecting and analyzing data to answer some important questions can help policy makers make more informed, evidence-based spending decisions. Have resources allocated to specific AI subdisciplines—such as computer vision and natural language processing—led to demonstrably better research outcomes than in other areas? Are certain federal agencies and academic institutions more effective at utilizing research grants than others?

Some long-term AI research projects will require several years before R&D efforts show results—especially in general AI and areas of machine learning research that do not appear to have immediate commercial applications.
However, tracking spending can nonetheless help compare the effectiveness of similar short- and long-term projects by different agencies, research institutions, and companies. Such data could enable the U.S. government to allocate more resources to promising AI subdisciplines and help improve competition among recipients of federal research grants to submit the most promising proposals.

**Lessons from the Successes and Shortcomings of Other Countries’ AI Policies.** The National AI Strategic R&D Plan would benefit from a closer examination of how other countries allocate research spending, their regulatory approach toward AI, and the extent to which these policies have been successful, or not. Due to the potential military applications of many AI-enabled technologies, other countries’ AI strategies—particularly those of adversarial nations—are often viewed as a threat to America’s national security and technological competitiveness.

AI policies and developments in other countries also provide opportunities to better understand which R&D and regulatory approaches have been successful elsewhere, and which have not. Policy makers should exercise caution in making such comparisons, as other jurisdictions’ regulatory experiences might have limited applicability to the United States. Still, awareness of those broader trends can help the U.S. capitalize on different countries’ successes and avoid their regulatory mistakes. To maximize the benefit of this comparative approach, the strategic plan should propose mechanisms to conduct periodic reviews of the global AI research and regulatory landscape and to evaluate international successes and failures.

For example, the National AI R&D Strategic Plan could benefit from a closer examination of European and Chinese approaches toward AI research. While the European Union’s overly restrictive approach to AI risks harming innovation in certain sectors, several EU member countries have designed innovative AI R&D strategies at the national level. For example, the French government has proposed creating a network of interdisciplinary institutions to promote high-level AI research in multiple disciplines.

Outside of the European Union, the British government has launched initiatives to bolster multidisciplinary artificial intelligence research and foster AI-enabled innovation in insurance and legal services. In China—one of the two leading sources of AI innovation alongside the United States—the State Council has created similar initiatives to encourage cross-disciplinary academic research at the intersection of artificial intelligence, economics, psychology, and other core disciplines.

Studying and evaluating these countries’ approaches might provide American policy makers insights into the extent to which existing R&D resources should be devoted to interdisciplinary AI projects. To that end, the U.S. government could also launch an AI sandbox and create high-quality public data sets to capitalize on the expertise of academic institutions and the private sector and promote cross-disciplinary AI research in fields such as finance, medicine, and physics.
It is equally important to examine other countriesʼ regulatory mistakes alongside their successes. For instance, as part of their effort to influence global AI norms, the United Kingdom and the European Union have sought to promote algorithmic transparency for AI-enabled technologies. However, as discussed later, such proposals have been met with concerns from British and European policy makers and institutions since they could negatively affect technological innovation. Likewise, some American policy makers and experts advocate transparency as a goal in developing AI systems. In attempting to understand AI systems better, the National AI R&D Strategic Plan has proposed “improving fairness, transparency, and accountability-by-design” as objectives for government-funded AI research projects.

While mechanisms to improve fairness and reduce biases are worthwhile goals, mandating high levels of transparency could detract from designing effective and accurate AI programs. That is all the more likely if the same level of transparency requirements were to be applied to AI systems across all industries.

For example, high levels of algorithmic transparency are crucial to prevent government abuses of power and civil liberties violations if AI systems were to be used in fields such as criminal justice and law enforcement. However, transparency concerns are much less important in areas like cybersecurity and medical diagnosis—where preventing cyberattacks and detecting diseases accurately are much more important than explaining the underlying algorithms of AI systems.

Therefore, the National AI R&D Strategic Plan should not prioritize transparency over accuracy as a research objective—except in limited, prespecified cases such as AI systems for criminal justice, law enforcement, and human resources.

Moreover, mandating high levels of algorithmic transparency from such programs can detract from cutting-edge AI innovation in fields from health care to nuclear science. AI systems typically rely on complex neural networks and algorithms, so their underlying processes are not transparent even to their designers. For instance, medical researchers at New York’s Mount Sinai Hospital developed Deep Patient, an AI program that can predict whether a patient has contracted a specific disease and that is reported to be substantially better than other comparable systems. Deep Patient, which trained on the medical data of 700,000 patients across several hundred variables, can accurately provide medical diagnostics, but its engineers cannot accurately describe how the program arrives at such a diagnosis.

Nevertheless, despite opposition from government officials and data scientists, some policy makers in the United Kingdom and at the European Commission are increasingly advocating algorithmic transparency as a global AI norm. Although fixating on transparency can harm the development of innovative yet unexplainable AI systems, potential benefits remain limited. As the UK Government Office for Science explained in a 2016 report:
Most fundamentally, transparency may not provide the proof sought: Simply sharing static code provides no assurance it was actually used in a particular decision, or that it behaves in the wild in the way its programmers expect on a given dataset.

Studying these international regulatory developments and criticisms can help American policy makers avoid potential mistakes, such as mandating transparency as an overarching goal for all types of AI systems. By creating processes to review international regulatory developments, the National AI R&D Strategic Plan can help U.S. policy makers maintain an adaptable, innovation-friendly approach toward artificial intelligence.

**Encouraging Academic and Private Sector Innovation by Providing Access to Non-Sensitive Government Databases.** The lack of access to data remains a significant challenge for the development of novel AI technologies, especially for startups and businesses without the resources of large technology companies. Creating innovative AI systems requires high-quality data sets on which AI systems can be trained. The costs associated with creating, cleaning, and preparing such data sets remain too high for many businesses and academic institutions.

For example, London-based Google subsidiary DeepMind’s AlphaGo software made headlines in March 2016 when it defeated the human champion of the Chinese game Go. The cost to train data sets for building this program was more than $25 million in hardware alone.

Recognizing this challenge, the National AI R&D Strategic Plan recommended the development of shared data sets that startups, businesses, and research institutions can use to create and train AI programs. Despite this commitment, progress in this area has been slow. That is why the AI strategic plan needs to outline more concrete steps to publish high-quality data sets using the vast amount of non-sensitive and non-personally identifiable data already at the federal government’s disposal. Under the 1974 Privacy Act, U.S. government agencies have not created a central repository of data, which is important because of the privacy and cybersecurity risks that a central data repository of sensitive information would entail.

However, different U.S. agencies also have access to a wide range of non-personally identifiable and non-sensitive data sets intended for public use—such as the National Oceanic and Atmospheric Administration’s climate data and the National Aeronautics and Space Administration’s non-confidential space-related data. Making such data readily available to the public can allow AI innovation in weather forecasting, transportation, astronomy, and other areas. Therefore, the national AI strategy should propose a framework that enables the OSTP and the NSTC to work with government agencies and ensure that non-sensitive and non-personally identifiable data—intended for public use—are made available in a format suitable for AI research by the private sector and research institutions.

The OSTP, the NSTC, and the National AI Initiative Office could use the federal government’s FedRAMP data classification as a general framework to develop a strategy for deciding which data should be included in public data sets. The FedRAMP framework divides government-stored data into three distinct types:
1) Low-impact risk data meant for public use;
2) Moderate-impact risk data, such as personally identifiable information, which are controlled, unclassified data unavailable to the public; and
3) High-impact risk data containing “sensitive federal information,” such as law enforcement and emergency services information.

To minimize privacy and cybersecurity risks, the OSTP and the NSTC should propose that the data sets only contain low-impact risk data intended for public use. The OSTP, the NSTC, and other relevant regulatory authorities should ensure appropriate data controls and privacy safeguards so that these data sets do not erroneously contain sensitive information, uphold cybersecurity best practices, and are provided in a format suitable for training AI systems.

**Creating a Federal Artificial Intelligence Regulatory Sandbox Program.** The National AI R&D Strategic Plan should propose the creation of a federal AI sandbox program to develop the regulatory understanding of emerging AI technologies and incentivize private sector innovation.

Given the rapid evolution of AI-enabled technologies, there is a growing need to better understand their ethical, legal, and societal implications. As the strategic plan notes, “the unusual complexity and evolving nature” of AI systems mean that “ensuring the safety of AI systems” remains a significant challenge. Understanding such systems would constitute an essential first step toward crafting safe, market-friendly regulatory frameworks and technical standards for AI systems and AI-enabled technologies.

Regulatory sandbox programs provide companies with an experimenting space that allows them to offer innovative products and services under a frequently lightened regulatory framework for a limited period. They can also help lawmakers and regulators better understand emerging technologies and develop innovation-friendly regulatory frameworks accordingly.

The United Kingdom’s Financial Conduct Authority created the world’s first financial technology (FinTech) sandbox program in 2015. Since then, regulators in Australia, Singapore, Switzerland, and a growing number of jurisdictions have launched similar programs. In the U.S., the federal Consumer Financial Protection Bureau and at least 11 states have launched sandbox programs to promote technological innovation in finance and insurance. In addition to financial services, the Utah Supreme Court has also created a regulatory sandbox program that allows non-legal firms to provide certain legal services.

While FinTech sandbox programs are becoming increasingly common, AI sandboxes remain largely underexplored. In its 2021 Artificial Intelligence Act, the European Commission first proposed the creation of coordinated national-level AI sandbox programs to promote AI innovation across Europe. In June 2022, Spain became the first EU member to launch a national AI sandbox, and other European countries, including France and the Czech Republic, could soon follow suit. The success of such sandboxes will
depend on their regulatory design and the extent to which they prioritize technological innovation and regulatory learning.

In the United States, the updated National AI R&D Strategic Plan could recommend the creation of a federal AI sandbox that accepts participants based on proposed innovation and its potential benefit to developing novel AI-enabled technologies. Regulators could also create sandbox programs to target innovation in specific areas—such as human-machine interaction and probabilistic reasoning—that the strategic plan identifies as areas in need of further research. For example, current AI systems are ill-equipped to translate heavily accented speech or speech in a noisy environment. A thematic sandbox program targeting natural language processing could incentivize companies and researchers to offer innovative AI-enabled products in this area. Likewise, a thematic sandbox aimed at developing AI-based cybersecurity and encryption tools can help to encourage market innovations to counter growing cybersecurity challenges.

Additionally, regulators will need to define the type of AI systems and AI-enabled products and services eligible for participating in the sandbox. For example, given the current technological limitations, an AI sandbox might need to be restricted to 1) “limited AI” systems that perform tasks in specific and well-defined domains like speech recognition, translation, and medical diagnosis and 2) projects where measurable technological advances are possible within the typical sandbox testing period, which is usually one to two years.

Another challenge in sandbox design is the fact that the systems, products, and services eligible for the sandbox could fall under the jurisdictions of multiple regulators. Therefore, an AI sandbox might require a well-crafted legal framework that clarifies the supervisory role of different regulators in operating the AI sandbox program in cases of overlapping jurisdiction.

Designing an effective AI sandbox will also require modifications to the existing FinTech sandbox models. Unlike in the financial services industry, much of AI innovation relies on academic research. Typically, FinTech sandbox programs provide participants with exemptive regulatory relief and waived or expedited registration processes. However, some research institutions might not seek to commercialize the algorithms and technologies they test in a sandbox, so exemptive regulatory relief might be of limited benefit to them.

Furthermore, for many research institutions and companies, the lack of access to high-quality data sets and cloud-based computing power might pose a greater obstacle than regulatory barriers. Thus, a way to incentivize participation in an AI sandbox program could be to grant limited cloud-based computing power for the duration of the sandbox test.

**Conclusion.** The Office of Science and Technology Policy, the National Science and Technology Council, and the National AI Initiative Office need to adopt a realistic approach, objectives, and scope for a national AI R&D plan. AI’s general-purpose nature—combined with its diffusion across many sectors and the rapidly changing technological
developments—limits the extent to which a national strategy can significantly improve AI innovation across the economy. Recognizing this challenge, the U.S. government should focus on enabling a wide range of actors, from tech startups to academic and financial institutions, to play a role in artificial intelligence innovation.

Given rapid technological changes, any national AI R&D approach will need to be frequently revisited—in light of regulatory learning and the evolving AI landscape in the United States and other major jurisdictions. An adaptable and light-touch regulatory approach will help secure America’s global economic competitiveness and technological innovation in artificial intelligence and AI-enabled emerging technologies.
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